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## ABS System – Model in Loop Test (V & V) in Simulink

**Chandana Munireddy¹, Kaushik Avani Dixit Ganesh², Sreehari Mogulluri³ and Vidyasekhar Potluri⁴**

**Abstract**— This Mini project is to show our understanding on Verification and Validation of Antilock braking system in which we took the working principle model of ABS designed in MATLAB SIMULINK and applied the verification and validation methods by simulating different inputs of ABS System and monitoring its outputs against the expected results.

---

## Design and Validation of Digital Driving System for Semi-Autonomous Vehicle

**Bhanu Deepthi Sree Uddagiri¹, Kushagra Gupta², Saranya Sowrirajan³ and Samuel Ogunyemi⁴**

**Abstract**— Nowadays, automobiles are being developed by electrical parts for efficient operation. This project will present the development and implementation of a digital driving system with park aid and wiper control for a semi-autonomous vehicle to improve driver vehicle interface. The design utilizes two external sensors connected to Dragon 12 Board for rain and relative distance sensing between the car and the obstacle, servo motor for wiper control and LEDs/buzzer in the board for achieving park aid. First step is to define the requirements of the system for the above said features. According to our software design the park aid feature is achieved through Modelling in MATLAB and the Wiper control is achieved through programming the board using embedded C in CodeWarrior. Validation of the software components is done through unit test and Model-In-Loop test. The overall system function is verified against the system requirements using Hardware-In-Loop testing.

---

**This paper is prepared exclusively for International Conference on Cloud of Things and Wearable Technologies 2018 [ICCOTWT 2018] which is published by ASDF International, Registered in London, United Kingdom under the directions of the Editor-in-Chief Dr Subramaniam Ganesan and Editors Dr. Daniel James, Dr. Kokula Krishna Hari Kurunekaran and Dr. Saktishe Fangeran. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage, and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honoured. For all other uses, contact the owner/author(s). Copyright Holder can be reached at copy@asdf.international for distribution.**
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Fault Tolerance of Multiple Processors with Divisible Loads Theory

Yung-Hsuan Chen¹ and Subramaniam Ganesan²

¹,²Oakland University

Abstract—Today the scientific computation problems requiring intense problem-solving capabilities for problems arising from complex research and industrial application has driven in all global institution and industry segments the need for dynamic collaboration of many ubiquitous computing resources to be able to work together. The problem of minimizing the processing time of extensive processing loads originated from various sources presents a great challenge that, if successfully met, could foster a range of new creative applications. Inspired by this challenge, we sought to apply divisible load theory to the problem of grid computing involving multiple sources connected to multiple sinks. So far research in this area includes where tasks arrive according to a basic stochastic process to multiple nodes and presents a first step technique for scheduling divisible loads from multiple sources to multiple sinks, with and without buffer capacity constraints. The increasing need for multiprocessor systems and data-intensive computing has created a need for efficient scheduling of computing loads, especially parallel loads that are divisible among processors and links. During the past decade, divisible load theory has emerged as a powerful tool for modeling data-intensive computational problems. The purpose of this research is to obtain a closed form solution for the finish time, taking into consideration the adverse effect of the fault Single Installation with FIFO (First In, First Out) and LILO (Last In, First Out) result allocation on a homogenous system. The system under consideration in this research utilizes job scheduling of a Divisible Load scheme that entails distributing arbitrarily divisible computational loads amongst eligible processors within a bus based distributed computing environment. Including, the aspect of Single Installation scheme of Divisible Load Theory (DLT), along with the Results Collection Phase. In this distributed system, there is a primary processor and a backup processor. All the processors periodically checkpoint their results on the backup processor. If any processor fails during the task execution, the backup processor takes over the failed process by rolling over to the time of the last check pointing. The study assumes that only one processor faults during a lifetime of single task execution. It is believed that the outcomes of this research may be beneficial to embedded system designers on how to approach fault-tolerant methods and performance improvement for Load distribution.

Model-based Software Engineering Process

Swathi Vadde¹ and Subramaniam Ganesan²

¹,²Oakland University

Abstract—The increasing complexity of ECU (Electronic Control Unit) in Automotive has created new challenges in ensuring the need of higher quality design, reliability, competitive cost, customer satisfaction. This report describes the process followed by Software Engineers during Model based Algorithm Development in the automotive industry. This report discusses also on the necessary tools used to achieve this.
GPU And Parallel Processing

Akanksha Fadnavis¹ and Yogini Nemade²

¹,²Oakland University

Abstract—Parallelism is the future of computing and is being used in many domains such as high-performance computing (HPC), graphic accelerators, many large control and embedded systems, automotive with great success. Graphics Processing Unit (GPU) is a highly effective utilization of parallel processing which provides a vast number of simple, data-parallel, deeply multithreaded cores and high memory bandwidths. GPUs were originally hardware blocks optimized for a small set of graphics operations. As demand arose for more flexibility, GPUs became ever more programmable. Early approaches to computing on GPUs cast computations into a graphics framework, allocating buffers/arrays and writing shaders/kernel functions. Several research projects looked at designing languages to simplify this task; in late 2006, NVIDIA introduced its CUDA architecture and tools to make data-parallel computing on a GPU more straightforward. Not surprisingly, the data parallel features of CUDA map well to the data parallelism available on the NVIDIA GPUs. GPU architectures are vastly programmable, they offer high throughput and data intensive operations.

Hand Tracking and Gesture Recognition System for Human Computer Interaction

Raphy Yaldo¹ and Rita Kashat²

Abstract—Human and computer interaction is used in our daily lives, one instance is the use of mice and keyboards or touchscreen as a method to interact with computers. As new and improved technology develops so do new machine-man interfaces as a result. In this project we are using minimally priced hardware to achieve finger and hand tracking. We use a simple system but it proves highly efficient in allowing us to track hand movement while still enabling us to ignore the effect that complex backgrounds, which may include movement, have on movement tracking. This system enables us to translate the detected hand motions and gestures to be used as multiple function inputs to interface with our applications, as well as provide the necessary outputs needed for hand motions or gestures. This project will not rely on simple mechanical devices, such as the standard mouse and keyboard, but instead on hand and finger tracking instead.
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Model-Based Design, Validation and Verification of Automotive Embedded Systems—Infotainment

Dingwang Wang

Abstract— Infotainment and multimedia applications are an increasingly important factor when consumer deciding to purchasing a new car. The current technology for automobile infotainment systems is the Media Oriented Systems Transport (MOST) network. This MOST protocol can allow passengers enjoy sophisticated infotainment applications through the high-speed networking. However, the increasing complexity and interface of automotive infotainment functions and the infotainment related applications are changing with each passing day bring a big challenge for automobile design and development. So, we need to develop fast to keep up with the pace of development. The quality of these systems must be ensured as the functionality constantly grows while the software development costs must be driven down continuously. One approach that has been proven successfully here is model-based software design, validation and verification development.

Parallel Computing using Multicore Hardware and MATLAB

Chandana Munireddy¹ and Kaushik Dixit A G²

¹²Oakland University

Abstract— The parallel computing project is a two-week project. Its overall goal is to develop a parallel computing environment for the programs and analyse its behaviour in software as well as hardware. The main objective is to reduce the time required for the execution of the programs indeed reducing the cost. To achieve this overall goal, several key objectives are achieved.
Verification and Validation of Shift-By-Wire Actuators

Vinod Shankershetty

1Oakland University

Abstract— The Shift-By-Wire (SBW) actuator system converts mechanically actuated automatic transmissions into electronically shifted transmissions. The actuator control module mounts directly to the transmission shift shaft. The actuator incorporates an electric motor and gearbox, along with a Hall-effect sensor for position feedback. Verification and Validation of Shift by wire actuator is completed as a project phase since this activity is independent of development, focusing and mapped on the right side of the V-model as per the course ECE-5734 Embedded systems verification and validation.

Snoop Based Multiprocessor Design

Arjun Musham1, Khushboo Manek2 and Sai Priyanka Palla1

1,2Oakland University

Abstract— Multi core architectures have become popular in mobile SoCs; for CPU’s as well as for mobile GPUs. With the overview of OpenCL for mobile GPU architecture, the SoCs are able to become more influential than before. All this was possible because the programs that were previously performed on the CPU are now being performed on the GPU at much faster rate. Along with this the need for cache coherence protocols has also been introduced. In any multi core system, snoop-based cache coherence protocols2 characteristically tend to have wide coherence traffic on the bus. All this traffic leads to tag lookups in remote data caches. In order to solve cache coherence problem how the snoop based protocols can be used is well explained in this report. Along with the working of snoop protocol, what are the advantages and disadvantages of having snoop-based designs are illustrated in the report. Basic idea behind this report is to explain what can be the design issues when implementing snoop protocols in single level cache and multilevel caches and what are the solutions to avoid the problems. A simple method to support snoop cache coherence it to use it to transfer snoop messages. But with implementation of this arises the problem of having longer response time in case of snoop operations. In order to tell this problem, the report suggests Flexible Snooping algorithms consisting of forward and filter snoop algorithms.
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Image Filters Using CUDA on NVIDIA

Tedros Berhane¹ and Namit Nagpal²

¹,²School of Engineering and Computer Science, Oakland University, Rochester, Michigan, USA

Abstract—This paper explains our team project on GPU Accelerated Parallel programming using CUDA and OpenCV open source available development tool and was completed at Oakland University, Rochester, MI Engineering labs. The project compared two commonly known as image filters, Median and Bilateral. The two filters were also compared with basic Gaussian filter, which has normal distribution, the team applied sorting algorithm methods in CUDA programming to perform parallel computing and optimization.

Keywords: Computer Vision (CV), OpenCV, CUDA, Median Filter, Bilateral Filter, Algorithm, Benchmarks, Shared Memory, Results.

INTRODUCTION

The document is final project report on GPU Accelerated Computing, in which two graduate students at Oakland University developed optimization and speed up results using CUDA and OpenCV. Parallel computing in this project has been achieved using CUDA programing and was perform in NVIDIA computing platforms environment. Parallel computing techniques recently has been practiced in the academia and industries to solve complex problems through thread and kernel launches. NVIDIA has Computer Vision (CV) open source and customized libraries where user can custom with their application from facial recognitions, contour of the physical image appearances, or smoothing blur image outcome [4].

To achieve this result, we accessed the wide-ranging of memory management, and parallely optimization techniques of CUDA, the concepts and approaches of shared memory was used. In addition, thread scheduling by using tiling approaches and Kernel launches from CPU was enhanced as per performance results shows in next sections.

The image filtering was reached using Central Processing Unit (CPU) and Graphical Processing Unit (GPU) in OpenCV to compare and see the speed performance related to serial and parallel programming methods. In the program code, higher programming languages C/++ that are oftentimes compatible with CUDA and OpenCV were used to run the algorithms developed by the team. In this case, C++ was used in filtering images. Most importantly OpenCV Application Peripherals Interfaces (API) and struct class type of data organization approach was precisely practice in importing image matrix and outputting data results from OpenCV. Over all, the Massive parallel programming and computing procedure for median and bilateral filters differs on the pseudo code of the functions, as the result different blurring intensity has been displayed. The following four images portrays median and Bilateral filtering. Two figures below are sample of Median and Bilateral filter results ruined by the team.
COMPUTER VISION (CV)

Computer Vision (CV) is modern computing software that enables and helps in detection, classification, and recognition of objects by the body size, shapes, and appearances [6]. Nowadays, Computer vision are using heavily in autonomous or self-driving cars, where the it detects the appearances of stop lights, types of cars, and buildings. This computer software helps in guiding self-driving cars through image and video surveillances cameras. Computer visions can also detect and classify human faces and body parts. The team used Computer vision to blur two types of image filters.

OPENCV

OpenCV is open sources software supported by NVIDIA CUDA and has higher level functional Application Peripheral Interfaces (APIs), where the user or developer can customize inputs and outputs of their source’s files [4]. Thereafter, the team inserted 2-Dimensional (2D) image through CV strands. OpenCV, can be programmed with C, C++, Python, and Java and has 250 built functions. When CUDA is used with OpenCV the memory models can give 5x-100x times speed faster.

CUDA

The final thing the team approached better optimization and enhance good image blurring product was implementing the sequential code at first hand and allied it with parallel code. Naïve approach of host code was compatible with OpenCV libraries and functions, but to reach better optimization and speed up tiling approaches and shared memory access of basic parallel massive programming method was utilized. The speed performances of the host and device has been displayed below in result section.

A. Median Filter

Median Filter is one type of many image or signal processing filters that commonly used in graphics to remove pixel intensity, while preserving the image edges. Pixel intensity removal is done by sorting instead of Gaussian normal distributions, the neighboring

elements within sub matrix gets the median distribution and the median kernel is then replaces the element size [2]. As non-linear type of function, Median filter has cons that when sorting of median distribution is applied the average value doesn’t sum up or make the whole pixel value. However, this gives better speed up performance when implemented in programming due to algorithm or logic nature of it.

B. Bilateral Filter

Bilateral is another type nonlinear image filtering model, where filter or blurring image is done by the weight average of intensity value from neighboring elements, while preserving sharp edge of the pixel [3]. Bilateral has two filters, spatial, and local. Spatial filter measures the geometric closeness between the current point and nearby point, while Local filter measures the photometric similarity between the pixel value of the current point and nearby point [3]. Bilateral image blurring has higher latency due to the functional mode of the filter and the weighted average gives better distorting upshot.

C. Algorithm

Median filter algorithm used in the project by moving the image pixel by pixel, replacing each pixel with the median value of neighboring pixels. We used median of nine neighboring elements in the project. The pattern of neighbors is called the "window", which slides, pixel by pixel over the entire image pixel. The median is calculated by bubble sort all the pixel values from the window to numerical order, and then substituting the pixel actuality considered with the median pixel value for example.

Bilateral filter algorithm used in the project by moving the image pixel by pixel the intensity of each pixel in the image is substituted by a weighted average of intensity values nine nearby pixels. This weight can be constructed on a Gaussian distribution for instance, the range variance like the color intensity.
D. Results

we tried using different type of sorting techniques but got the same result then for the final programming we use only bubble sort.

Median filtering is a widely used image in improvement method for eliminating salt and pepper noise. Since this filtering is not as much of sensitive than linear techniques to dangerous changes in pixel values, it can eliminate salt and pepper noise without knowingly reducing the sharpness of an image.

PROFILING RESULTS

Profiling results shows the usage of memory and performance of the application. It also tells us that which api used how much time and number of times it called.
How to Build the Project

OpenCV 3.3.1 is used in the project. Go to the project Directory/Type make then ./build/Final Project/Folder Structure

Performance and Optimization (Shared Memory)

Shared Memory used to calculate the median of window in the median filter and change of the intensity in the Bilateral filter. Device constant used to define the window size.

CONCLUSIONS

Overall, we learned how to use both sequential and parallel programs through image filtering and processing in OpenCV. The most important part of the learning process was access OpenCV available libraries and functions to set up an image in C++ programming language and resizing it. We learned how to customize freely available of both NVIDIA CUDA and OpenCV. We learned how to compare performance results with core processors and Graphical Processors. Eventually, the team has learned how to approach 2D image through tiling and shared memory accesses.
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**Abstract**— Many IoT devices have been designed, built and deployed enabling users to monitor and control their systems through the Internet. Many of these IoT devices are rigid with no easy ways for users to customize. We have designed an IoT architecture to enable IoT devices to enable user customization. Customization is performed in two ways: hardware customization and software customization. In hardware customization, a user can add/remove IoT sensors/actuators, which are made self-aware by our technique, to/from the IoT system without knowing any hardware details of those sensors/actuators. For software customization, the user can create tasks without writing any code. A self-aware sensor/actuator is a sensor/actuator with an additional processing element and related components. For software customization, we have designed a rule engine, which converts user-desired actions into computer code. We have tested this architecture in several real-life scenarios.

**INTRODUCTION**

Advancements in embedded technology has led to several IoT solutions being offered to various vertical markets. These offerings have resulted in many advantages for the users. Going ahead, many more devices will become “Web enabled” and join the IoT ecosystem [1]. Current IoT solutions, offered by many different providers, typically have a proprietary system including User interfaces (both smart phone and web). The lack of standardization for the IoT products makes them rigid and limits the user’s ability to customize the product. The heterogeneous environment for different applications and interoperability between different types of network protocols are some of the major challenges in standardizing IoT products [3].

Many researchers have proposed different ways to standardize IoT products. Some attempts in this effort include protocol standardization. IETF has proposed protocols such as 6LoWPAN and CoAP for the constrained devices used in the IoT environment [2]. Some cloud based IoT architectures have also been recommended by the researchers to standardize the IoT architecture using cloud-based services [4] [5]. In these solutions, the cloud service handles all the types of sensors and actuators in a standardize way. Most of these IoT architectures are more focused towards standardization of IoT systems (and not customization of the IoT system at the user level). As these architectures follow some standards, they provide flexibility to the developers to rapidly create new IoT systems.

In the current IoT systems, if the user wants to customize the software part of the IoT system, the user must reprogram that IoT system. For example, if a user currently using a proprietary system to monitor temperature at a warehouse needs to monitor humidity also, he/she would have to either buy a humidity sensor from the same provider and ask them to reprogram the IoT system supporting new sensor or buy an entirely new system.
In this paper, we describe a way to build an IoT system that is user customizable. Our architecture consists of four components: Self-aware sensors/actuators, an IoT gateway device (or IoT device), a server and a user interface. The self-aware sensor/actuator is connected to the IoT device using a known user interface such as USB, Wi-Fi or Bluetooth. The server communicates with IoT device and the user interface either via REST calls or over MQTT service. Any sensor/actuator can be converted into self-aware sensor/actuator using our methodology.

Our architecture focuses on user level customizations: if the user wants to deploy a new IoT system or make a change to an existing system, the user can do it without having any knowledge of and expertise in hardware or programming.

Our architecture enables the user to build an IoT system using few clicks from the user interface provided by us. For example, the user can setup a task such as “If the temperature is greater than 50 °F and humidity is 75%, turn on the Fan controller” and make changes to the IoT system easily whenever requirements change.

The paper is arranged in the following way. First, we discuss the related work in section 2. Section 3 covers the overall system architecture followed by hardware customization of our architecture in Section 4. In section 5, we describe the software customization. Section 6 describes the implementation details of the architecture. Section 7 presents a performance analysis of our architecture.

**PREVIOUS WORK**

There have been several ways that researchers have conceptualized the idea of user customizable IoT architecture. Kortuem, G. et al. discuss the awareness of smart IoT objects [17]. In that paper, the authors describe how a normal sensor or actuator can be aware of its surrounding and can perform tasks according to the environmental change. They have presented ways using which a developer can pre-program the IoT sensors/actuators with environmental constraints. The user doesn’t have any control over customization of an IoT device.

Several approaches have been presented on the unification of IoT devices. JADE architecture is an example of one such architecture where the developer can configure and customize the IoT service [18]. JADE provides an easy way to create an IoT device using their framework. The developer needs to write some code to define the IoT system and JADE creates the IoT system from the defined script. A restful service is created by Stirbou et. al. [19] for unified discovery, monitoring and controlling of smart things. Sarar et. al. [20] have introduced an IoT architecture with virtual object layer. This virtual object layer is responsible for unifying heterogeneous IoT hardware. Alam et. al. [22] have proposed an architecture named SenaaS, which creates a virtual layer of IoT on the cloud. Here, IoT sensors are considered as sensor as a service and it hides all the hardware specific details of sensor to the user. Kiran et. al. [21] have designed a rule based IoT system for remote healthcare application. They have created a virtual software layer to execute rules on the sensor values. As their work focuses only on a single application (healthcare), they don’t have any virtualization on hardware. There has been similar work done on rule-based IoT systems. An If-Then based rule implementation architecture is explained by Zeng, D. et. alb [20]. The authors discuss the user configurable triggers for IoT systems.

Popular cloud services such as Amazon AWS, IBM Watson, ATT M2x have created a sensor as service cloud platform for IoT systems [15, 16]. These architectures are customizable at developer level. A user has the ability to configure few thresholds but the user cannot customize full IoT System.

**SYSTEM ARCHITECTURE**

Researchers have proposed different ways to develop an IoT architecture. These architectures can be classified into two types. In the first type, the IoT sensors/actuators directly communicates with the server over the internet [12]. In the second type, all the sensors/actuators are connected to a gateway device and that gateway device communicates with the server using a WAN interface [6,7,8,9]. The first type is suitable for the application where the number of sensors and actuators are low and/or when the network connectivity is poor.

We have designed two different architectures to demonstrate user customizable IoT system: IoT gateway-based architecture and standalone self-aware architecture. The IoT gateway-based architecture has four main components: One or more self-aware sensor(s)/actuator(s), an IoT device, a server (on the cloud) and a user interface. Fig. 1 shows the different components and their interactions.

Each self-aware sensor/actuator consists of a sensor/actuator with an additional processing element and related support components. The processing element stores basic details about the sensor/actuator, such as the id of sensor/actuator, type of sensor/actuator, parameters of sensor/actuator, etc. When the self-aware device is connected to the IoT device, all the details of sensor/actuator is communicated to the IoT device. The IoT device uploads these details to the server and obtains further instructions from the server on

---

how to handle the newly connected sensor/actuator. Any number of self-aware sensors/actuators can be connected to the IoT device. The user can monitor all the connected sensors/actuators through the user interface and create tasks for those connected sensors/actuators.

The standalone self-aware architecture doesn’t have the IoT gateway. The self-aware device (which can be either a self-aware sensor or a self-aware actuator) directly communicates with the server. The self-aware device must contain a network interface such as Wi-Fi/Cellular/Satellite modem to communicate with the server. In this case, the software (that processes the task/rule) runs on the server. Fig. 2 shows the representation of this architecture.

![Gateway based self-aware architecture](image)

**Figure 2 Gateway based self-aware architecture**

**Figure 1 Standalone self-aware architecture**

**HARDWARE CUSTOMIZATION**

We present the details of hardware customization assuming the gateway-based architecture is used. The goal of hardware customization is to enable the user to add or remove sensors/actuators as the needs change (instead of replacing the whole IoT system). To achieve such a goal, every time a new self-aware sensor/actuator is connected to the IoT gateway, the self-aware sensor/actuator should be able to identify itself to the gateway. The sensor/actuator knows the basic details about itself and, once connected to the IoT gateway, it communicates those details to the IoT gateway device. The following section gives the details of self-aware sensor/actuator. We use the term developer to denote a person who is an expert in hardware/software and can create a self-aware device (sensor or actuator). The term user refers to the end user of the IoT system with no expertise in hardware/software.

**A. Self-Aware Sensor/Actuator**

A self-aware sensor/actuator is basically a sensor/actuator with additional components to make that sensor/actuator self-aware. A self-aware sensor/actuator typically has the following components.

- Sensor/Actuator
- Processing Element
- Driver circuit for an actuator
- External memory (if processing element doesn’t have sufficient memory)
- Communication interface to communicate with IoT gateway device
- Power supply (if sensor/actuator can’t be powered by IoT gateway device)

**B. Converting a Sensor/Actuator into a Self-Aware Sensor/Actuator**

Steps to convert an arbitrary sensor/actuator into self-aware sensor/actuator:

1. Select suitable processing element.
2. Interface sensor/actuator to processing element.
3. Store parameters of sensor/actuator in the memory.
4. Create a communication interface for communication between a self-aware device and the IoT gateway device connected to it.
5. Create and embed self-aware device discovery code on IoT gateway device and self-aware device to detect connected nearby (if wireless connected) self-aware devices.

Select Suitable Processing Element

Depending on the type of sensor/actuator, the developer selects the processing element. For example, if the type of sensor is analog, it is advisable to select a processing element which has an inbuilt analog to digital converter. Some sensors such as crack detection sensor or fingerprint sensor require a complex algorithm to read sensor value, and hence a processing element with significant memory and processing power is preferable. The power consumption of processing element is also important, as some installations may require a battery powered solution. For those applications, processing elements with power saving capabilities should be selected.

Interface Sensor/Actuator to Processing Element and Program Parameters of Sensor/Actuator into Memory

The developer interfaces the sensor/actuator to the processing element depending on the type of the sensor/actuator. After that the developer programs the parameters of sensor/actuator into the memory. The parameter can be of two types: fixed parameters and user configurable parameters. Fixed parameters don’t change over time (such as the unique id of a sensor/actuator, type of a sensor/actuator or manufacturing date of sensor/actuator). User configurable parameters are the parameters which the user can define according to the application (for example, the time interval between two consecutive sensor readings). The user can define these user configurable parameters from the user interface.

Communication Interface between Self-Aware Device and IoT Gateway Device

The communication interface between the self-aware device and the IoT device should be user-friendly and known to the user. WiFi, USB, and Bluetooth are some examples. The processing element is connected to one such communication interface to communicate with self-aware sensor/actuator. The IoT device and self-aware sensor/actuator communicate using two methods: query-response method and interrupt method. In the query- response method, the IoT device queries the self-aware sensor/actuator and self-aware sensor/actuator responds it. In the interrupt method, the IoT device turns on the interrupt mode where the self-aware device sends messages to the IoT device without any query. We have developed a library for the query response model in embedded-c which is suitable for most embedded hardware used for self-aware device.

Self-Aware Device Discoverable Code for IoT Gateway Device

An IoT gateway device should be able to discover all the self-aware devices near it (for wireless connection) and all the devices connected to it (for wired connection). For different types of communication protocols, the method of discovering self-aware sensor/actuator changes. For example, for USB, the developer just needs to check the /dev/tty USB ports for checking connected USB device. For Wi-Fi, a multicast signal with a certain message can be sent and all the nearby self-aware devices respond back. The developer should write code to enable discovery for all the communication interfaces available on that IoT device. The developer also writes the code for self-aware device, so that it responds back to the IoT device’s device discovery query.

C. Self-Aware Virtual Sensor

Virtual sensors are sensors that are not physically connected to the IoT system. For example, weather feed from the weather API and time from the NTP server are some of the virtual sensors we have incorporated into our implementation. We have created a virtual sensor API in our architecture, which takes virtual sensors as input and attaches a unique id, sensor type and other parameters to make it self-aware.

D. Validation of Sensor/Actuator Value

Validation of sensor values is an important feature of the self-aware architecture. As the sensors/actuators are self-aware, they know their typical range of readings of the sensor outputs. These will also be stored as part of the sensor-specific data. If any sensed value is out of this range, the self-aware sensor notifies the user about the deviation. For example, a ds1820 temperature sensor is connected to the self-aware device and the maximum value ds1820 temperature sensor can have is 125 °C [10]. If the sensor reads more than 125 °C, the self-aware sensor itself needs to generate an error message (in addition to possibly sending the error reading to the server). Another example of self-validation is related to a self-aware actuator. Suppose we have a relay that controls a compressor as the...
actuator, which has been made self-aware. For compressor longevity, the compressor should not be turned on and off frequently. There should be a minimum elapsed time between two successive times when it is turned on [11]. The self-aware actuator knows this constraint and, if it receives too many commands for turning on and turning off the relay (actuator), it disregards the received commands and generates an error to inform the user. This property makes sure that neither the user nor the server needs to be aware of actuator-specific constraints. Instead, the self-aware device has the knowledge of the constraints and has checks and balances built in.

E. Working Status of Sensor/Actuator

It is important to know if the connected sensors/actuators are actually working or not. For a sensor, we can detect its working condition by its current value. If a sensor stops sending values or sends values that are out of range, we can conclude that that sensor is not working properly assuming that the communication channel is not faulty. This type of property only works on sensors which give analog values (e.g. temperature sensor or pressure sensor which gives output over a range). It is not possible to detect working status for some of the digital sensors (for example touch sensor which gives either 1 or 0 as its output). We cannot decide whether the sensor is stuck at a single value or it is providing normal input. We can define such analog and digital sensors in the device property part of the unique id of the sensor and notify the user whether the user can get the working status of the sensor or not.

Checking the health of an actuator is harder than that of a sensor. Many actuators may not provide any feedback to the processing element. However, this can be rectified by using auxiliary parts. For example, we can connect an appropriate new sensor to the actuator and retrieve values from the sensor. Using the output of the new sensor, we can check whether the actuator is working or not. Failure of the feedback sensor can raise a false alert. Fig. 3 explains the working of this feedback mechanism.

V. Software Customization

Our architecture provides user customization of software where the user can create tasks/rules and set the user defined parameters for self-aware sensors/actuators. For example, the user can set how frequently the user wants to read the sensor values as a user-defined parameter.

Rules are divided into two main components:

- **Trigger Condition:** When the trigger condition is true, the rule is executed by either IoT gateway device or the server. A single rule can have multiple trigger conditions. When a rule has more than one trigger condition, the rule is executed when all the trigger conditions are true or a specific combination of triggers occurs.
- **Actions:** This represents the actions to be taken when the conditions are true. Some examples of actions our architecture supports are as follow:
  1. Send Text Message/App Notifications.
  2. Send Email
  3. Make phone calls and play notification message
  4. Turn on/off Actuator
  5. Turn on/off Main Power

More actions are user customizable and can be added to the system.

A single rule can have more than one action. All the actions are executed when the rule is true. An example of full rule is: “If (temperature > 82 || humidity > 40) then “turn on” the fan controller and send message & email” This rule will turn on fan controller (a self-aware actuator) and send out the notifications when the value of temperature (a self-aware sensor) is more than 82 and the value of humidity (a self-aware sensor) is more than 40. While this is a simple if then else type of rule more complex rules are also possible.

A. Execution of Rule

A rule can be executed either on the server or on the IoT device. For the standalone self-aware architecture, a rule must run on server because the standalone self-aware devices may not be capable of running the rule engine. For the gateway-based architecture, a rule can run either on the server or on the IoT gateway device. When all the self-aware sensors/actuators attached with the rule are connected to the same IoT gateway device, the rule can be executed on the IoT gateway device. When the self-aware sensors/actuators are connected to different devices, the rule is executed on the server. When a rule is executed on the server, slow or intermittent internet connectivity can cause problems in execution of the rule. When a user creates a rule, the rule is stored in our database in the form of different tables. Execution of the rule is done as follows:

If the server is executing the rule, it fetches the rule from the database and sends it to the rule engine. The rule engine is a service in
our architecture, which takes the rule as input, fetches sensor values related to the rule and outputs appropriate commands to the actuator. If the IoT device is executing the rule, it fetches the rule from the server using REST calls and after that, it sends the rule to the rule engine running on the IoT device. The architecture of Rule Engine is shown in Fig. 4.

The code executed by the IoT device or the server is generated automatically by our backend. The user doesn’t write any code.

IMPLEMENTATION

We have implemented a basic prototype for such a self-aware sensor/actuator architecture. This implementation consists of four basic components: IoT gateway Device, self-aware sensor/actuator, server and user interface.

A. Server

We have used a server running CentOS Linux by Digital Ocean. We have used JAVA Spring MVC framework as our main web server. REST calls are used to communicate with the server. All the self-aware sensor and actuator details are stored in the database at our server, once they become active. Hibernate platform is used to communicate with the database from the web server.

B. IoT Device

We have used a Raspberry Pi as the IoT device. We have created four threads to perform the following tasks independently:

- Detect any new USB device connection or removal of a self-aware device.
- Communicate with connected self-aware sensors/actuators via USB. When there are more than one sensors/actuator, the IoT device communicates with them one by one.
- Get push notification from the server via MQTT.
- Run the rule engine.

When any newly connected device is detected by the first thread, the thread checks for the type of new device connected to it and if the new device is a self-aware device, it configures it and adds it to the list of connected devices.

According to the constraints of self-aware sensor/actuator, the second thread will communicate with the sensor and upload data through the services provided by the server.

If the user wants to manually turn on/off the actuator, the user can send a request to the server via the user interface. The server sends the same request to the appropriate IoT device using MQTT notification. The third thread running on IoT device receives this request.
and sends the appropriate command to turn on/off the actuator.

If all the self-aware sensors and self-aware actuators related to a rule are attached to the same IoT device, the last thread of IoT device code executes the rule and sends appropriate actions to the self-aware actuator.

C. Self-Aware Device

For proof of concept, an Arduino board has been used to build the self-aware sensor (or actuator). [A custom hardware will make the device minimal and aesthetically appealing, but will be time-consuming to build]. Temperature sensor ds1820 is connected to it. The sensor ds1820 works on 1 wire protocol. When the Arduino is connected to the Raspberry Pi it sends all details such as unique id, sensors connected to it, the range of the sensor, sensor’s other constraints, etc. All these details are stored in nonvolatile memory of Arduino. After getting all these values, the Raspberry Pi will periodically request values from Arduino using AT commands. The Arduino will read the value from ds1820 via 1 wire protocol, and send the value to the pi. Before sending data to the pi, the Arduino performs preliminary check on the data to ensure that the data being provided to the Raspberry Pi is valid.

D. User Interface

We have created a simple web interface. It consists of following web pages.

- Summary Page: It displays basic details of the user. It also displays all the IoT devices owned by the user. The user can import a new IoT device and delete an existing IoT device from this page.
- Rule Page: User can create a new rule from this page. The user can select the IoT device to "program", see what sensors and actuators are connected to it, and then from a set of pull-down menus, select the desired behavior. This page is responsible for taking all the data from the user to create the needed tables which will be used by our backend to automatically create code to implement the rule.
- Data Display Page: All the sensor values are displayed on this page.

E. Actual Implementation

We have converted the following sensors and actuators into self-aware sensors and self-aware actuators.

Sensors:
- Temperature sensor
- Soil moisture sensor
- Water level sensor
- Ultrasonic sensor
- Barcode reader

Actuators:
- Sprinkler controller
- Fan controller
- Magnetic Lock controller

We have also deployed one system at a local organic farm named Profound Microforms and the system has been operating well for the past 9 months. The system consists of two self-aware sensors measuring air and water temperature respectively. The user can customize text message alert or email alert on this system. The farmer at Profound Microforms have customized alerts according to their requirements. For example, during winter they set an alert for the air temperature value greater than 70 °F and during summer they set an alert for the air temperature value greater than 85 °F.

PERFORMANCE ANALYSIS

We measured timing evaluation and power evaluation for the performance analysis on an actual proof of concept implementation. As the self-aware architecture requires additional processing element, it delays the end to end communication and it also requires more power. We performed our analysis on a Raspberry Pi as the IoT device and Arduino as a self-aware processing element. We used Java as the programming language for Raspberry Pi and C for Arduino.

A. Timing Analysis

We checked timing analysis by performing end to end communication on following two architectures. Basic IoT architecture, where
the sensor is connected directly to IoT device and self-aware IoT architecture, where the sensor is connected to IoT gateway device through the self-aware device. Self-aware architecture introduces an additional communication delay between IoT device and self-aware device. This additional delay varies based on data rate used between the IoT device and the self-aware device. In our analysis, we have connected the IoT device with the self-aware device using USB protocol. We performed timing analysis on temperature sensor which contains a payload of 3 bytes from self-aware device to IoT device. We performed timing analysis for 100 cycles and took an average for analysis. Fig. 5 shows the analysis.

B. Power Analysis

Power consumption is divided into 3 main parts. Power consumed by IoT device, power consumed by self-aware device and power consume by sensor/actuator. Power consumed by self-aware devices is an additional power consumed in our architecture. The power consumption of self-aware device depends on the clock frequency of the self-aware sensor/actuator, communication data rate between the self-aware device and the IoT device, communication frequency (how often) between the self-aware device and IoT device and power saver mode used in the self-aware device. We theoretically calculated the power consumption using the following assumptions: the self-aware device has sleep mode and it wakes up periodically to sense the reading and sends it to the IoT device. Communication happens over USB with 9600 baud rates. Clock Frequency and voltage used are 16MHz and 5V respectively. For our configuration, current consumption during wake-up mode is 19.9 mA and sleep mode is 3.14 mA [13, 14]. Power consumptions for various duty cycles are shown in Table 2. Power consumption is computed using the following equation:

$$ P = \frac{ts \cdot Vin \cdot I(sleep) + tw \cdot Vin \cdot I(wake up)}{ts + tw} $$

where:
- $Vin$ = input voltage
- $ts$ = sleep time
- $tw$ = wake up time
- $I(sleep)$ = current consumption during sleep time
- $I(wake up)$ = current consumption during wake-up time

End To End Delay Timing Analysis

![End To End Delay Timing Analysis](image)

**Figure 5 Timing Analysis**

<table>
<thead>
<tr>
<th>Wakeup time</th>
<th>Sleep time</th>
<th>Power consumption</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 second</td>
<td>59 seconds</td>
<td>17.09 mW</td>
</tr>
<tr>
<td>1 second</td>
<td>29 seconds</td>
<td>18.49 mW</td>
</tr>
<tr>
<td>1 second</td>
<td>9 seconds</td>
<td>24.08 mW</td>
</tr>
<tr>
<td>1 second</td>
<td>0 seconds</td>
<td>99.5 mW</td>
</tr>
</tbody>
</table>

Table 1 Power Consumption

**CONCLUSION**

We have designed and implemented a user configurable IoT architecture using which a user can add (or remove) one or more self-aware sensor/actuator to (or from) the IoT system without knowing any hardware knowledge. The user can also define rules that will govern the execution of the IoT system, without having to write any software. This architecture enables a novice user to build a highly customized IoT system. We have built several proof of concept prototypes to validate the idea.

Security is an import requirement of IoT systems. Numerous approaches are possible for this task. Implementing a suitable security protocol for our framework is an important next step. We are working on this and related issues.
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