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PREFACE 

The CoreConferences 2018 held on 08th – 09th March, 2018, in collaboration with Association of 

Scientists, Developers and Faculties (ASDF), an International body, at Holiday Inn Golden Mile, 

Hong Kong.  

CoreConferences 2018 provides a chance for Academic and Industry professionals to discuss the 

recent progress in the area of Multiple. The outcome of the conference will trigger for the further 

related research and future technological improvement. This conference highlights the novel 

concepts and improvements related to the research and technology. 

The technical committee consists of experts in the various course subfields helped to scrutinize 

the technical papers in various fields, support to maintain the quality level of the proceedings of 

conference which consist of the information of various advancements in the field of research and 

development globally and would act as a primary resource of researchers to gain knowledge in 

their relevant fields. 

The constant support and encouragement from Dr. S. Prithiv Rajan, ASDF Global President, Dr. 

Julie Rue Bishop, ASDF International President and Dr. K. Kokula Krishna Hari, ASDF 

International General Secretary helped a lot to conduct the conference and to publish the 

proceedings within a short span. I would like to express my deep appreciation and heartfelt 

thanks to the ASDF team members. Without them, the proceedings could not have been 

completed in a successful manner. I would like to express my sincere thanks to our management, 

student friends and colleagues for their involvement, interest, enthusiasm to bring this 

proceeding of the conference in a successful way.   

   

Dr. A Senthilkumar, 

Editor in Chief, 

Google Inc., Australia   



Organizing Committee 

Conference Super Chair 

Dr A Senthilkumar, Google Inc., Australia 

Conference Co-Chair 

Dr Julie Rue Bishop, Australia Research Council 
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Book Wall - Adaptive and Integrated Urban Shared 
Reading Space 

Di Ai1, Xin Ge2 
1Architecture Design Centre, Architects & Engineers Co.,Ltd. of Southeast University, Nanjing, China 

2Department of Architecture, Southeast University, Nanjing, China 

Abstract: The reading level of Chinese urban inhabitants is backward compared with that of the developed countries, so it is an important aspect of 
the cultural and ethical progress to improve the reading habits of citizens. Plenty of researches have revealed the significant relationship between human 
behaviour in the public space and characteristics of the built environment. As the common spatial element in Chinese cities, walls, which mostly act as 
urban barriers, lead to the formation of numerous negative boundaries, hinder the openness, accessibility and continuity of urban public space, and set a 
strong limitation on people 's activities and cognitions in the urban space. The design project, 'Book Wall', is a small-scale intervention that answers 
directly to the problems mentioned above. Through the redesign of existing walls, they are no longer the pure urban barriers, but available, accessible 
and flexible reading places in daily life with their level of permeability adapting to the changing needs and conditions. The article starts with a brief 
introduction including the reading conditions of Chinese urban inhabitants, the influence of urban exterior space on people's reading behavior and the 
spatial characteristics of Chinese cities. After that, the aim of this article that is to promote paper reading and build up shared reading space in the city 
is illustrated and interpreted. Then the article analysed the distribution and operational mode of 'book wall', together with its innovative tectonic 
design and multiple ways of utilization. 'Book wall' won the first prize of Zijin Design Competition in 2016. Shortly after that, a 1:1 scale model has 
been built and tested in use which showed great feasibility and potential of improving public reading.  
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The Influence of Pore Air Pressure on Slope Stability 

Under Various Rainfall Patterns 
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Abstract: Rainfall is the most important factor to induce landslide, of which rainfall pattern is the main influence parameter. Generally, during the 

analysis of slope stability under different rainfall patterns, the influence of pore water pressure in saturated zone is mostly considered, while the influence 

of pore air pressure in unsaturated zone is seldom analyzed from the angle of water-air coupling. Based on the theory of water-air two-phase flow, this paper 

calculated and simulated the variation of pore air pressure changing with the rainfall time under three typical rainfall patterns (weakened, concentrated 

and enhanced), and combined the slope stability analysis model of considering pore air pressure to study the influence of pore air pressure on slope stability. 

The results show that the influence of pore air pressure on slope stability is detrimental under the three rainfall patterns. And the response duration of the 

pore air pressure is the longest under the weakened rainfall pattern, the concentrated pattern is the second, and the enhanced pattern is the shortest. The 

influence of pore air pressure on the safety factor of slope stability is the greatest under the weakened rainfall pattern, which can easily lead to the instability 

of the slope. Thus, we shall take the necessary engineering measures in advance in the event of such rainfall pattern prediction. 

Keywords: Rainfall Patterns; Slope Stability; Pore Air Pressure; Rainfall Infiltration; Water-air two-Phase Flow 

Introduction 

Rainfall is the most important factor to induce landslide, of which rainfall pattern is the main influence parameter [1]. The variation of 

slope seepage field under different rainfall patterns is quite different, which will affect the change of moisture content and pore 

pressure in slope. The increase of pore pressure is one of the key factors leading to the instability of the slope. The pore pressure in the 

slope can be divided into the pore water pressure in the saturated zone and the pore air pressure in the unsaturated zone [2]. The 

existing numerical simulation of rainfall infiltration and the test of rainfall and landslide [3-6] show that the migration of pore air in 

slope has an important influence on slope stability when the slope is relatively closed. In the past, the researches on the variation of 

pore water pressure caused by different rainfall patterns and the influence of the pore water pressure on the slope stability had been 

relatively mature [7-9], what’s more, it is difficult to monitor and simulate the gas phase pressure and the researches on the influence of 

gas pressure on slope stability is relatively few in unsaturated zone under the different rainfall patterns. Therefore, based on the theory 

and method of water-air two-phase flow, this paper established the model of water-air two-phase flow then calculating and simulating 

the distribution of pore pressure in the seepage field under three different rainfall patterns (weakened, concentrated and enhanced), 

and combined the shear strength theory of unsaturated soil, considered slope stability analysis model of pore air pressure to study the 

influence of pore air pressure on slope stability. 
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1 Mathematical Model of Water-Air Two-Phase Flow 

1.1 Basic Control Equation 

The basic control equation of water-air two-phase flow contains the liquid and air flow equations, and the coupling of water-air 

two-phase flow is realized through the correlation of many parameters, such as matrix suction, saturation, porosity, pore 

pressure and so on [10]. The slope can be regarded as a porous continuous medium composed of solid, liquid and gas phases and 

it conforms to the law of conservation of continuous medium. The principle of conservation of mass is applied to the calculation 

of seepage flow in porous media so that the basic control differential equations of water and gas can be deduced, that is,  
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where rS is the water saturation;  is the soil porosity; k is the intrinsic permeability associated with porosity, m2; w

r
k is the relative 

water permeability; 
w

 is the viscosity coefficient of water phase，Pa·s; 
w

p is the pore water pressure, Pa; 
w

Q is the internal source 

term of the liquid phase; w is the water density, kg / m3; g is the acceleration of gravity, N / kg. 
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where a

r
k is the gas relative permeability;

a
 is the viscosity coefficient of gas phase, Pa·s;

a
p is the pore air pressure, Pa;

a
Q is the 

internal source term of gas phase;
a

 is the gas phase density, kg/m3. 

The unbalanced force exited in the interface of water and air, caused by the unequal air pressure and water pressure is called 

matrix suction. The expression is: 

wac ppp                                    （3） 

1.2 Calculation of Equation Solving 

For the above water-air two-phase flow control differential equations, there are five unknown parameters in the formula, and another 

three constitutive relations need to be introduced. A large number of experiments and theoretical analysis show that there is a strong 

correlation between soil matrix suction and saturation, that is, there is a strong correlation between the soil-water characteristic curve 

and saturation, it is the relative permeability curve, which can be divided into aqueous relative Permeability Coefficient Curve and Gas 

Relative Permeability Coefficient Curve. These three relative curves are three important constitutive relations in water-air two-phase 

flow [11]. In this paper, the van Genuchten model [12] (Eq. (4))was used to characterize the relationship between substrate suction and 

saturation, the water-saturation relationship was expressed by van Genuchten-Mualem model [13] (Eq. (5)), the air-saturation 

relationship was expressed by van Brooks-Corey model [14] (Eq. (6)). 
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where
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S is the effective water saturation,    
rwrwre

1/ SSSS  ,
rw

S is the residual saturation; 、
0

p is the parameters related to 

material properties; In accordance with relevant information, this calculation is taken 33.1
0
p ， 449.0 ， 9.0m ，



                                   CoreConferences                                 4 
 

3.0
rw
S . 

2 Slope Stability Calculation Considering Pore Air Pressure 

2.1 Shear Strength Formula of Unsaturated Soil 

For unsaturated soils, the commonly used stress state variables are the effective stress and matrix suction. The early representative 

single-stress state variable formula was proposed by Fredlund et al. [15] (1978). 

 

Fredlund formula for shear strength of dual-stress state variables, which considers the shear strength of unsaturated soils composed of 

the effective cohesion, the net normal stress and the strength caused by the matrix suction. The net normal stress-induced strength is 

related to the effective internal friction angle , The intensity caused by the matrix suction is related to another angle, can be expressed 

as: 

    b

waaf tantan  pppc 
                     （7） 

where f is the shear strength;  is the normal positive stress; c is the effective cohesion; 
 

is the effective internal friction angle; 
btan

is the shear strength increases with the substrate suction rate
 wa pp 

. 

2.2 Analysis Model of Slope Stability Considering Pore Air Pressure 

Rainfall infiltration of slopes and rainfall intensity are different under different rainfall patterns. When the surface of the slope is 

saturated, a partial sealed space is formed, and the pore air in the slope migrates with the infiltration of rainwater, resulting in the 

formation of pressure gradient of air to act on the slide. Due to the inhomogeneity of slope at the bottom of the landslide strip, the air 

pressure between the landslides cannot be neglected in accordance with the internal force of the slope. And properties of the pore air 

pressure and pore water pressure are the same, they can be considered in accordance with the isotropic ball pressure, and if we 

assumed that each soil are vertical, pore air pressure are perpendicular to the boundary direction of the soil strips, and the size of pore 

air pressure is equal, direction is opposite between the two soil strips, the calculated diagram of the residual thrust method considering 

the pore air pressure is shown in figure 1. 

 

Fig 1: Residual thrust method considering the pore air pressure. 

On the sliding surface, the direction of the remaining thrust is parallel to the sliding surface of the upper soil strips, and the effective 

normal force and tangential force meets the Fredlund shear strength criterion. For the i (i = 1, 2, ..., n) soil strip, we established a 

local coordinate system along the parallel and perpendicular to the direction of the bottom surface of the soil strip. According to the 

force balance, the thrust between the soil strips is: 
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where iP
is the remaining sliding force of the ith, that is, the thrust of the next soil strip; iW

is the gravity of ith soil strip; i
is the 

slippery angle at the bottom of the ith soil strip; sF
is the current safety factor; 

ipa is the pore air pressure at the bottom surface of 

the ith soil strip; 
ipw is the pore water pressure at the bottom surface of the ith soil strip; ic

is the cohesion force at the bottom slip 

surface of the ith soil strip; il is the length of slippery surface at the bottom slip surface of the ith soil strip; i is the internal friction 

angle at the bottom slip surface of the ith soil strip; i
is the thrust transfer coefficient of the ith bar; ip

is the lateral air pressure 

gradient of the ith soil strip
ii

i ppp g

1

g  

; 
ipg is the air pressure between the ith soil strip. 

When calculating the safety factor of slope stability, we shall first assume an initial value and then pushing downwards along the sliding 

strip from the first soil strip at the top of the slide body until the thrust of the last soil strip is deduced. When the safety factor is equal 

to zero, the safety factor is the required safety factor, otherwise we would repeat the above steps. 

3 Analysis and Discussion of Engineering Case 

3.1 Model and Program of Calculation and Analysis 

The Tanjiahe landslide is located in Shazhenxi Town, Zigui County, Hubei Province. It is 56km away from the Three Gorges Dam with a 

landslide width of 400m, a vertical length of 1000m, an average thickness of 40m, an area of about 400,000 m2, a total volume of 

about 1600 × 104m3 and a main slip direction of 340 °[ 16]. The rainfall pattern was selected by the analysis of meteorological 

historical records. The average annual rainfall in the three gorges reservoir ranged from 996.7 to 1204.3mm. The maximum annual 

rainfall has reached 1752.6mm, and the maximum daily rainfall has reached 358.0mm. In order to make the typical rainfall process 

more representative and ensure that the total rainfall under different rainfall patterns and the maximum rainfall intensity is consistent, 

we have simulated the once-in-hundred-year rainfall in the three gorges reservoir: the total rainfall is 358.0mm and the maximum 

rainfall intensity is 40mm/h, continuing 24h, three typical rainfall patterns were shown in Figure 2. In this calculation model, the 

typical main sliding surface in Tanjiahe landslide is selected as the calculation section with the horizontal length of 1160m and the 

vertical height of 450m. Sub-grid in Tanjiahe landslide was shown in Figure 3. 
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Fig.2. Three typical rainfall patterns 
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Fig.3. Sub-grid in Tanjiahe landslide 
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3.2 Boundary Conditions and Calculation Parameters 

The boundary conditions for the calculation model are divided into the following: the lateral and bottom of the trailing edge are 

impervious to water; the water pressure below the water level in the leading edge of the model is the known water pressure boundary 

(Dirichlet boundary condition). The numerical value depends on the elevation of the water level in the reservoir (145m). When 

simulating rainfall infiltration process under different rainfall patterns, rainfall infiltration boundary exists above the slope in front of 

the model, and the rainfall infiltration boundary is the flow boundary of the known boundary element (Neumann boundary condition). 

In order to reduce the influence of the initial state of the slope on the analysis, the calculation is based on the initial saturated saturation 

of the slope to the seepage field, which is regarded as the initial condition of rainfall infiltration. When the rainfall intensity is less than 

the maximum infiltration rate of slope, no runoff occurs on the slope table. When the rainfall intensity is greater than the maximum 

infiltration rate of the slope body, the slope table produces runoff. Given that the slope head runoff is smaller than the atmospheric 

pressure, it can be negligible. 

The main parameters involved in the calculation parameters of the landslide test data statistics, analogy and inverse calculation analysis, 

equation (1), (2) are 0.4  ， 33

w kg/m101 ， 3

a kg/m29.1 ， N/kg8.9g ， 23-

w s/mN100.1  ，

25-

a s/mN100.1  . The main mechanical parameters are listed in table 1. 

Table 1  The main mechanical parameters 

layer 
dry density d  

/g·cm-3 
poisson ratio 

 porosity n  

saturated 

infiltration 

coefficient sk
 

/m·s-1 

The intrinsic 

permeability 

coefficient k  

/m2 

slip mass 1.53 0.21 0.36 1.7×10-5 4.0×10-13 

slip bed 1.68 0.28 0.30 5.0×10-6 2.0×10-13 

3.3 Analysis of Calculation Results 

3.3.1 Water Head change of Pore Air Pressure 

The maximum pore air pressure head in the weakened, concentrated and enhanced rainfall patterns was 4.40, 3.99 and 3.64m at A 

node, the maximum difference value is 0.76m, response duration of pore air pressure was 12.5, 10.3, 7.2 h, the maximum difference 

value is 5.3 h;  

The weakened rainfall pattern resulted in a large amount of rainfall in the early period, thus resulting in the rapid formation of 

transient saturated zone on the slope. The relative permeability coefficient of the surface soil decreased to 0, and the air in the slope 

was hard to escape from the slope surface. In the concentrated and enhanced rainfall patterns, the air escapes from the slope before the 

slope expresses to the local saturation during the pre-rainfall growth, which makes the pore air pressure response duration is shorter 

than weakened type.  

When the rainfall intensity weakened below the rainfall infiltration intensity, the slope surface changed from saturated infiltration to 

unsaturated infiltration, and the pore air pressure rapidly dissipated through the unsaturated seepage voids (the viscosity of the air was 

far less than water viscosity), the peak value of pore air pressure of slope changed after the maximum rainfall intensity, which 

corresponded with the actual cases. 
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3.3.2 Analysis of Slope Stability 

The curve of the safety factor on the sliding surface under different rainfall patterns changing with time was shown Figure 5. The curve 

of the safety factor of slope stability considering the pore air pressure is represented by weakened Q, concentrated Q and enhanced Q 

respectively. The influence of pore air pressure on the safety factor of slope is the largest in the weakened rainfall patterns, followed by 

the concentrated and the enhanced patterns, the overall impact is the smallest. The minimum value of safety factor of slope without 

considering the pore air pressure in the weakened rainfall pattern is 1.25, the minimum value of the slope safety factor considering the 

pore air pressure reaches 1.11, which is lower than the value of safety factor reserve ( 0sF =1.20). 
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Fig.4. A node pore air pressure head 
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Fig.5. The curves of slope safety factor 

4 Conclusion 

Based on the theory and method of water-air two-phase flow method, this paper calculates the variation law of pore air pressure on the 

slope during rainfall infiltration and combines the shear strength theory of unsaturated soil and the slope stability analysis model 

considering pore air pressure. Taking landslide as an example, the influence of pore air pressure on slope stability under different 

rainfall patterns was simulated. The results show that: (1) The pore air pressure has an adverse influence on the slope stability under 

different rainfall patterns. And the influence of pore air pressure on the safety factor slope stability is the largest for the weakened 

rainfall pattern, followed by the concentrated and enhanced patterns. (2) The response time and the intensity of the change of the pore 

air pressure under the weakened rainfall patterns are the largest, followed by the concentrated and the enhanced patterns. (3) After 

experiencing three rainfall patterns with a total rainfall of 358mm and a duration of 24h, the stability and safety factor of the Tanjiahe 

landslide are all decreased. The weakened rainfall pattern was most likely to induce landslide considering the influence of pore air 

pressure. And if we encountered this type of rainfall pattern, the necessary engineering measures should be taken in advance (such as 

piling support, at the same time, embedded the vent pipe into the slope to increase the release channel of pore air, thereby reducing the 

influence of pore air pressure). 
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Abstract- Excavating processes performed frequently in building, civil and infrastructure projects are critical and costly. To define a cost-effective 
excavator  configuration,  an  earthwork  planner  depends  mostly  on  experience  and  intuition. This  paper  presents  a computational system called  the 
Economic  Excavator  Configuration System,  which  selects  the  most  favorable configuration  of  a heavy-duty excavator  according  to  the  earthwork 
package  and  its  job  conditions. This  system instructs  the  earthwork  manager  in  the best-fit excavator  configuration for  profitable  operation by 
considering the implicit constraints and conditions exhaustively. The system identifies the best-fit PDFs of the process completion time and that of the 
total profit, given an excavator configuration. A test case, which was performed at a building basement excavating project, confirmed the usability and
validity of the method.

I. Introduction

Excavating,  which  initiates  processing  entity  (i.e.,  a  rock-earth  volume)  in  an  earthwork  operation,  requires  hydraulic heavy-duty 
excavators. They include front shovel, back shovel (or hoe, backhoe), loader, and specialty which need a great financial investment. A 
backhoe is used for digging below track level such as pits for basement. It is a boom and stick downward swing machine mounted on 
either crawler or pneumatic-tire with many different working attachments and engine configurations. Eco-economic performance of a 
hoe varies with the configuration of machine attributes given an earthwork package. The best-fit configuration of machine attributes 
which maximize the total profit of the excavating process can be  identified by considering the work package information and other 
attributes  involved  in  soil,  job  site,  and  management  all together.  In  order  to  assure  the  most  favorable  cost productivity, the  cash 
inflow and outflow items, which are subject to the transitory nature of operating conditions on a job site, should be considered.

Fuel and oil consumption take up a big portion of the cost in excavating jobs. For sure, saving fuel consumption is an important issue 
for  reducing  process  completion  cost  and  alleviating  environmental  burden.  Identifying  the  most  favorable  machine  configuration 
involves many different source of data, and sophisticated and repetitive computations using these sources. They include the earthwork 
control account information under study; excavator database of which each record maintains a maximum digging depth, a maximum 
dumping height, engine capacity, and a set of buckets attachable; the historical performance data of each equipment including its fuel 
and  oil  consumption  amount;  job  site  conditions;  and  work  characteristics,  etc.  Indeed,  it  is time  consuming, error  prone,  and 
expensive to collect this entire information from many different sources in time and to identify the optimal solution by manual basis 
depending on intuitive gut feeling. It may take easily several hours for a well experienced earthwork manager to complete the entire 
data compiling and decision process.

In order to increase the eco-economic performance, the values of the attributes that influence an excavator’s cost productivity should 
be determined and analyzed in real time. Earthwork management tools can be strengthened by introducing a computational method 
that collects and analyses the values of the attributes that influence an excavator’s internal and external system variables that influence 
an excavator’s eco-economic performance negatively records the data into a database; computes swiftly the cycle time and the time, 
cost and profit performance of each excavator configuration of engine, maximum digging depth, and bucket configuration; identifies 
the optimal machine configuration; and handles the variability of the process completion time and that of the process completion profit

This paper is prepared exclusively for CoreConferences 2018 which is published by ASDF International, Registered in London, United Kingdom under the 
directions of the Editor-in-Chief Dr A Senthilkumar and Editors Dr. Daniel James. Permission to make digital or hard copies of part or all of this work for personal 
or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage, and that copies bear this notice and 
the full citation on the first page. Copyrights for third-party components of this work must be honoured. For all other uses, contact the owner/author(s). 
Copyright Holder can be reached at copy@asdf.international for distribution. 
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with the configuration. Thus, such a method may provide a tool to control economic excavating and fuel efficiency. 

II. Economic Excavator Configuration System 

The system implements the stochastic time-profit tradeoff analysis into its system. The method described below was coded by using 
MATLAB for improving the usability of the computational method in eco-economic excavator operation practice. The method 
identifies the most favorable combination of maximum digging depth, engine capacity (HP), bucket size, and the timing when fuel 
saving mode should start. It implements an excavating operation plan which maximizes expected profit by using the optimal 
configuration.  

2.1 Defining Work Package, Excavator, and Attachment Attributes 

The system reads the earthwork package’s control account information (i.e., the unit price commissioned in $/M3-BM(Cu), target 
duration in days (DT), daily working hours (HD), average digging depth in feet (HA), soil type (ST), and total volume of work in bank 
measure M3 (VT)) from a matrix WP. The Cu, DT, HD, and VT are obtained from contract documents; the HA and the ST are from 
earthwork manager. The ST, which is associated with the bucket fill factor (fF), is classified according to Das (2011). 

𝑊𝑝 = |30 5 8     5 ′𝐶𝑜𝑚𝑚𝑜𝑛 𝑒𝑎𝑟𝑡ℎ′ 2,000|        (1) 

Given the value of soil type ST (i.e., Common Earth), the value of fF is obtained from matrix MS shown in Eq.2 of which each column 
denotes soil type (ST) and the range of bucket fill factor (i.e., [100; 110]). Then, system sets its probability density function (i.e., 
fF=uniform (100,110)). 

𝑀𝑠 =

|

|

|

𝐵𝑎𝑛𝑘 𝑐𝑙𝑎𝑦 100: 110
𝐶𝑜𝑚𝑚𝑜𝑛 𝐸𝑎𝑟𝑡ℎ 100: 110

𝑅𝑜𝑐𝑘 − 𝐸𝑎𝑟𝑡ℎ 𝑚𝑖𝑥𝑡𝑢𝑟𝑒 105: 115
𝑅𝑜𝑐𝑘 − 𝑝𝑜𝑜𝑟𝑙𝑦 𝑏𝑙𝑎𝑠𝑡𝑒𝑑 85: 100

𝑅𝑜𝑐𝑘 − 𝑤𝑒𝑙𝑙 𝑏𝑙𝑎𝑠𝑡𝑒𝑑 100: 110
𝑆ℎ𝑎𝑙𝑒 85: 100

𝑆𝑎𝑛𝑑𝑠𝑡𝑜𝑛𝑒 85: 100
𝑆𝑡𝑎𝑛𝑑𝑖𝑛𝑔 𝑏𝑎𝑛𝑘 85: 100

|

|

|

   (2) 

Given the excavator name (EN), maximum digging depth (HM), and maximum loading height (HML), system creates a query in 
structured query language (SQL), queries the equipment database, and retrieves the available excavators’ attributes (i.e., equipment ID 
(EID), engine type (ET; 1=gasoline, 2=diesel), average hourly fuel consumptions in idle(AF

i), low(AF
l), medium(AF

m), high(AF
h), and 

accelerated (AF
a) states (l/hour), hourly cost of owning(CF), hourly cost of operating(CV) ($/hour), maximum digging depth(HM), 

maximum loading height(HML), engine capacity(HP), and the series of buckets (Bs) attachable to each and every backhoe along with 
their hourly cost). For example, given that EN, HM, and HML are ‘Backhoe’, ‘13ft’, and ‘14ft’, respectively, the method executes the SQL 
statement shown in Eq.3. Then, it saves the returned dataset (i.e., EID, ET, AF

i, AF
l, AF

m, AF
h, AF

a, CF, CV, HM, HML, and HP) in equipment 
matrix Eq and the buckets with hourly cost in matrix Bs. Each backhoe may attach a bucket from different size of buckets. For example, 
the buckets of CAT 320 come in various sizes, ranging from 0.72cy to 2.08cy nominal capacity. The number of backhoes available (i.e., 
n=length (Eq)) and the number of buckets attachable to a backhoe (i.e., m=length (Bs)) are 8 and 6, respectively. Given the easiness to 
load the material (EL) by the equipment operator in the percentage value of [30:50%], which may be a lower value for easy-to-load 
materials (i.e., loam, sand, or gravel, etc.); a higher value for hard-to-load materials (i.e., sticky clay or blasted rock, etc.) according to 
Nunnally (2006), system saves the values of EL into computer memory. 

𝑆𝐸𝐿𝐸𝐶𝑇 𝐸𝐼𝐷 , 𝐸𝑇 , 𝐴𝐹
𝑖 , 𝐴𝐹

𝑙 , 𝐴𝐹
𝑚, 𝐴𝐹

ℎ , 𝐴𝐹
𝑎 , 𝐶𝐹, 𝐶𝑉 , 𝐻𝑀 , 𝐻𝑀𝐿 , 𝐻𝑃

𝐹𝑅𝑂𝑀  ′𝐸𝑥𝑐𝑎𝑣𝑎𝑡𝑜𝑟𝑇𝑎𝑏𝑙𝑒′ (3)

𝑊𝐻𝐸𝑅𝐸 ′𝐸𝑁 = 𝐵𝑎𝑐𝑘ℎ𝑜𝑒’ && ‘𝐻𝑀 ≥ 13𝑚’  && ‘𝐻𝑀𝐿 ≥ 14𝑚’  

 

2.2 Defining Job Site and Work Characteristics 

The job efficiency factor involves job conditions (CJ) (i.e., the haul road, the loading floor, the surface and weather condition in the cut, 
the variability in the depth of cut, and truck spotting on one or both sides, topography etc.) and management conditions (CM). The 
method either makes use of the job efficiency factor matrix EF provided by Nunnally (2000) and Peurifoy et al. (2006) or the fuzzy 
inference system (FIS) which effectively handles the vagueness, fuzziness, and uncertainty of the input variables. Each column and row 
of EF represents excellent, good, fair, and poor job conditions and management conditions, respectively.  

Given the soil type (ST) defined the value of earth volume conversion factor (f) is obtained from the matrix Mf provided by Peurifoy et 
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al. (2006). For example, when clay in compacted measure is converted to loosen measure, the f is 1.41. 

The index of maximum digging depth i and that of bucket size j are set to one (i.e., i = 1 and j = 1), respectively, in Step 10. After 
retrieving the maximum digging depth (HM

i) of the ith excavator from the equipment matrix Eq(i,10), the method computes the 
optimum depth of cut (HO

i), which is the depth of cut resulting in a full bucket in one pass, by multiplying HM
i and EL as shown in Eq.4.  

𝐻𝑂
𝑖 = 𝐸𝐿 × 𝐻𝑀

𝑖       (4) 

The vector of optimum depth of cut (HO) is appended to the last column of Eq (i.e., Eq=[Eq HO]) in Step 12. The swing-depth factor (f1
i) 

is computed by using AS, HO
i, and HA defined in previous Steps. The cycle time (Cm) is determined by average value of entire cycle time 

(i.e., mean (Et (:, 8) as shown in Eq.5.  

𝐶𝑚 = 𝑚𝑒𝑎𝑛(𝐸𝑡(∶, 8))      (5) 

The hourly production amount (Pi
j) of the ith excavator (i.e., i=1: n) and jth bucket size (i.e., j=1:m), which has (n×m) order, is 

computed enumerative for all available bucket j (i.e., j==m?) using the general output formula shown in Eq.6 (Peurifoy 2006). The 
method initializes the values of Cm, AS, and RP are obtained from the corresponding elements of EF. The value of Cm is the historical cycle 
time which was performed by the same excavator and operator in a nearby excavating pit at the same job site. Where, Pi

j is hourly 
production in bank measure M3, Qj is the jth bucket capacity in loose measure M3, f is earth volume conversion factor, fF is bucket fill 
factor, f1

i is swing-depth factor of ith excavator, f2 is efficiency factor which represent the combining effect of job and management 
factors, t is operating time factor, and Cm is the cycle time in seconds. 

𝑃𝑖
𝑗

=
3,600 × 0.76 × 𝑄𝑗 × f × 𝑓𝐹  × 𝑓1

𝑖 ×  𝑓2 × 𝑡

Cm

      (6) 

The method checks if the series of Step 11-15 are computed for each and every excavator (i.e., i=1: n) and buckets (j=1:m) available 
under study (i.e., i==n?).  

2.3 Identifying the Most Favorable Excavator Configuration 

The method identifies the most favorable combination of maximum depth of cut (i), bucket size (j), and engine capacity (HP) which 
accomplishes the maximum hourly production. It is found by returning the inverse of function Pi 

j (i.e., finverse(max(Pi 
j))) as shown in 

Eq.7. The method retrieves the engine capacity (HP) of the excavator having EID. 

[𝑖, 𝑗, 𝐻𝑃] = 𝑚𝑎𝑥(𝑃𝑖
𝑗
)−1      (7) 

2.4 Computing the Time, Cost, and Profit Performance 

Given the optimal best-fit excavator configuration of the maximum digging depth (i), bucket size (j), and engine capacity (HP), the 
time, cost, and profit performance is computed as follows: In next step, the number of simulations (k) and the iteration counter (iter) 
are set to 120 and zero, respectively, assuming a 99% confidence level (Lee and Arditi 2006). Then, using the random variates of Cm 
generated by system, the hourly production amount (P) is computed by reusing Eq.7. The total job completion hours (TT

ij) of the 
excavator having ith maximum depth of cut and jth bucket size is computed by dividing the total volume of work in bank measure (VT) 
by the hourly production amount Pi

j as shown in Eq.8. 

𝑇𝑇
𝑖𝑗

=
𝑉𝑇

𝑃𝑖
𝑗

      (8) 

The working hours (HL
ij) remained at the last working day and the volume of work to be performed at the last working day (VL) are 

computed by calculating the remainder after division by using rem (TT
ij, HD) and by multiplying the Pi

j and HL
ij as shown in Eqs.9 and 10, 

respectively. The HD is the daily working hours (i.e., 8 hours/day) defined in Step 1. 

𝐻𝐿
𝑖𝑗

= 𝑟𝑒𝑚(𝑇𝑇
𝑖𝑗

, 𝐻𝐷)      (9) 

𝑉𝐿 = 𝑃𝑖
𝑗

× 𝐻𝐿
𝑖𝑗

      (10) 

With the working hours (HL
ij) remained at the last working day, two options are available. The one (OT=1) is to reduce the total job 

completion days by distributing HL
ij to previous working days as night-work hours. When employing night shift, the quotient is 

computed by dividing TT
ij by HD  (i.e., 𝐷

𝑖𝑗
= fix(TT

ij/HD)) and no fuel saving strategy is used to expedite the job completion. 

Noteworthy is that reducing one working day (CI) saves its corresponding indirect cost, but a percentage (α) of surcharge (e.g., α % of 
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the excavator’s hourly operating cost CH) incurs. The other (OT=2) is to perform the operation for the working hours HL
ij which is the 

reminder at the right next working day after Dij. In this case, an extra cost (CE), which is a windfall profit (or easy money) to the 
equipment operator, occurs as shown in Eq.11.  

𝐶𝐸 = {
(𝛼 + 1) × 𝐶𝐻 × 𝐻𝐿

𝑖𝑗

0
  

𝑖𝑓 𝑂𝑇 = 1
𝑖𝑓 𝑂𝑇 = 2

      (11) 

Depending on the option selected, the total job completion cost (CT
ij) of the excavator having ith maximum depth of cut and jth bucket 

size is computed either by multiplying the hourly owning and operating cost (CH=CF+CV) and the rounded down value of TT
ij/HD (i.e., 

TT
ij=floor(TT

ij/HD)) to the nearest integer and adding the extra cost (CE, where OT=1.) as shown in Eq.12 or by multiplying CH and the 
rounded up value of TT

ij/HD (i.e., TT
ij = ceil(TT

ij/HD)) to the nearest integer and adding the extra cost (CE, where OT=2.) as shown in 
Eq.13. Note that the value of TT

ij/HD is either rounded down or rounded up depending on whether the night shift is used or the 
equipment contract is based on day (not hour), respectively. The system checks which option is more favorable for maximizing the 
expected total profit by comparing CT

ij(1) and CT
ij(2) shown in Eqs.12 and 13, respectively. 

𝐶𝑇
𝑖𝑗(1) = 𝑓𝑙𝑜𝑜𝑟 (

𝑇𝑇
𝑖𝑗

𝐻𝐷
) × (𝐶𝐻

𝑖𝑗
× 𝐻𝐷 + 𝐶𝐼) + 𝐶𝐸; 𝑂𝑇 = 1      (12)  

𝐶𝑇
𝑖𝑗

(2) = 𝑐𝑒𝑖𝑙(𝑇𝑇
𝑖𝑗

/𝐻𝐷) × (𝐶𝐻
𝑖𝑗

× 𝐻𝐷 + 𝐶𝐼);  𝑂𝑇 = 2      (13) 

The expected total profit (PT
ij) of an excavator having ith maximum depth of cut and jth bucket size is computed by subtracting the total 

job completion cost (CT
ij) from the contract amount commissioned as shown in Eq.14. 

𝑃𝑇
𝑖𝑗

= 𝐶𝑢 × 𝑉𝑇 − 𝐶𝑇
𝑖𝑗

      (14) 

2.5 Implementing Stochastic Time-Profit Tradeoff Analysis 

The method computes the Eqs.8 to 14, for the maximum number of simulation (i.e., iter==nSim?) by iterating the simulation counter 
(i.e., iter=iter+1). After these iterations, the data cube of the hourly production, which maintains the values of iter, i, j, Pi

j, TT
ij, CT

ij, PT
ij, 

𝑖̃, and 𝑗̃ in (n×m×iter) dimension, is generated in the stochastic mode and proceeds to Step 24. Noteworthy is that Cm is random 

variates generated. From this data cube, the most favorable set of maximum depth of cut (𝑖̃) and bucket size (𝑗̃) that maximizes the 
expected total profit is identified by using the max function (i.e., max(PT

ij)), and the inverse of function PT
ij shown in Eq.15. The 

method retrieves the engine capacity (HP) of the excavator having EID as well. 

[𝑖̃, 𝑗̃, 𝐻𝑃] = 𝑓𝑖𝑛𝑑(𝑚𝑎𝑥(𝑃𝑇
𝑖𝑗

))      (15) 

The probability to complete the job by a user-queried deadline TU and a user-queried profit margin PU  are computed using the data 

cube, given an excavator of which configuration is the set of (i, j) or (𝑖̃, 𝑗̃). The normal distribution of TT with mean (μ) and standard 

deviation (σ) is transformed to a standard normal distribution by changing variables to Z= (TT- μ)/σ as shown in Eqs.16 and 17.  

𝑃𝑟(𝑇𝑇 ≤ 𝑇𝑈) = ∅(
𝑇𝑈 − 𝜇

𝜎
)       (16) 

𝑃𝑟(𝑃𝑇 ≤ 𝑃𝑈) = ∅(
𝑃𝑈 − 𝜇

𝜎
)        (17) 

The system prompts an excavator which has the optimal configuration of maximum digging depth, bucket size, and HP with its TT, CT, 
and PT. The stochastic mode defines the motions’ times using their respective probability density functions (PDFs), computes the 
general output formula for a user-defined iteration, and compiles the sets of hourly productions and that of total profits. The historical 
data of each motion time, angle of swing, and rpm are processed to estimate their best-fit-PDFs and parameters. 

III.   Case Study 

The earthwork of which the area, the average digging depth, the soil type, the job description, and the unit price of the job are 600m, 
5ft, ‘hard tough clay’, ‘placing the foundation of a large office building’, and the owner’s estimate of $1.0/bank measure M3. The 
hourly owning and operating costs (CH) of these backhoes are assumed to be equivalent to market rental costs even if it may not be 
true. They are maintained in a database. The equipment database administering hydraulic excavators having various range of bucket 
size (i.e., 2-10 CY) was implemented and used for a case study which was carried out for an earthwork contractor in Korea. The work 
package indicates the average depth of cut, the average angle of swing, job condition, management condition, the bucket fill factor, 
and the operating time are 3.0 ft, 120 degree, good, good, 75%, and 55 minutes/hour, respectively. 

According to the contract information, the earthwork’s control account parameters in matrix WP is [1; 6; 8; 5; ‘Hard tough clay’; 
12,000] each of which denotes the unit price commissioned is $1/bank measure M3; the target duration is 6 days; the working hours 
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per day is 8; the average digging depth is 5 ft; the soil type is ‘hard tough clay’; and the total volume of work is 12,000 bank measure 
M3. Given the name of ‘Back shovel’ and the maximum digging depth of ‘22.1 ft’, the method identifies the bucket fill factor (fF) from 
matrix MS (i.e., uniform (100, 110)) and retrieves the available excavators and their corresponding series of buckets from equipment 
database using Eq.3. Then, it gets the easiness to load the material of 30% which is corresponding value of the hard-to-load materials. 

After computing the hourly production amounts for all excavators having different maximum digging depth, HP, and bucket size 
enumerative, the method, in deterministic mode, confirms that the optimal combination of maximum digging depth, HP, and bucket 
size are 19.4 ft, 168 HP, and 2.5CY, respectively. In addition, the method computes that the maximum hourly production amount (Pi

j) 
of 310.533 bank measure m3/hr is achieved when the excavator having the optimal configuration is used. Given the maximum depth 
of cut of 19.4 ft and the bucket size of 2.5 CY, the total job completion hours (TT

ij), the working hours (HL
ij) remained at the last 

working day (HL
ij), and the earth volume to be excavated at the last working day (VL) were computed as 50.54 hours, 2.54 hours, and 

788.75 bank measure m3, respectively. Then, the method computes the set of the hourly production amount (Pi
j), and the expected 

total profit (PT
ij) of each and every excavator which has many combinations of the maximum depth of cut (i), HP, and the bucket size 

(j), respectively. It appears that the biggest bucket out of the series is always the most favorable choice to each and every excavator. 

  
(a) (b) 

Figure 1. Job Completion Time(a) and Total Profit(b) 

In stochastic mode, system identifies the most favorable combination of the maximum depth of cut (𝑖̃) and its corresponding bucket 

size (𝑗̃) which results in the maximum expected total profit of $ 7,610. Finally, it computes the probability of completing the job by a 
user-queried deadline of 48 hours or a user-queried profit margin of $ 8,200 to 25.15% and 71.82% as shown in Figure 1, 
respectively. The probability distribution of the total job completion time and that of the total profit margin is negatively and 
positively skewed, respectively. 

IV.   Conclusion 

This paper presents an easy-to-use computerized system that identifies the best-fit combination of the maximum digging depth, the 
engine size (HP), and the bucket size for eco-economic excavation, given an earthwork package, excavators’ machine attributes, and 
operational constraints, etc. This study advances the body of knowledge relative to excavator selection, because it identifies the most 
favorable excavator configuration that minimizes the total excavating cost, and/or the fuel consumption before and during the 
excavating operation, hence, achieving the maximum total profit expeditiously. In addition, it provides the most favorable option and 
the right time when the fuel saving mode starts. Indeed, this tool allows collecting many input data expeditiously, implementing the 
deterministic and stochastic time-profit tradeoff analysis modes jointly and independently. The system allows earthwork managers to 
make more informed decisions with the exact global solution(s) found after searching the entire solution space enumerative and 
exhaustively. The comprehensive mathematical formulas relative to system contribute to expedite the excavating process by trading 
off the multi-objectives. It features the automatic configuration of excavator engine and its attachments and the automatic fuel saving 
mode initiation for smart excavating operation. 
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Abstract- This paper presents a MILP model which identifies the optimal cut-fill pairs and their sequence with minimum total earthwork cost. The 
proposed model is of value to earthwork managers because it identifies the most favorable EAP by accounting for the rock-earth type of each and every 
rock-earth, the series of rock-earths occupying each and every cut and fill pits, and the moving directions (i.e., the order of cut-fill rock-earth pairs),
expeditiously. A test case confirms the usability and validity of the model.

I. Introduction

Earthwork is engineering processes to change a current ground surface into a desired surface by excavating rock-earth from cut pits 
and moving it to fill pits. Earthwork allocation planning (EAP) identifies the optimal cut-fill pairs and their sequence to minimize the 
total earthmoving cost by assigning cuts to fills economically [1,3]. Various EAP methods, which are based on either linear programing 
or evolutionary algorithms, have been introduced into the earthwork community to identify favorable cut-fill pairs and their sequence
[4,5,6]. However, existing studies for EAP did not handle several issues discussed as follows: First, the series of rock-earth of cut pit 
should be excavated in top-down sequence; the series of rock-earth of fill pit should be embanked in bottom-up sequence. Second, the 
cut-fill pit pairs and their sequencing should be constrained by taking into account top-down sequence of cut rock-earths and bottom- 
up sequence fill rock-earths. Third, rock-earth type (or quality)  needs to be  considered to bank  each fill rock-earth of fill pits. For 
example, a fill pit may have a subgrade, which supports the asphalt paving layer, and a road-bed. Only good quality soil (i.e., less than 
100 mm particle-size) can be used to construct the subgrade. The series of cut or fill rock-earths and their soil types could be obtained 
from geological columnar sections of all pits. Fourth, once excavator positions into a cut pit, it is needed to dig out cut rock-earths as 
many  as  possible  in  order  to  minimize  the  excavator's  travel  distance  between  cut  pits.  Therefore,  constraints  about  excavator 
movement are required to be added in the model. Fifth, when a non-conforming cut rock-earth is transported into a fill rock-earth, 
secondary blasting, which used to reduce the dimensions of oversized rock-earth, or disposing rock-earth should be required. It also 
requires  additional  corrective  action  cost  or  disposal  cost.  A  justification  should  be  confirmed  by  comparing  if  the  disposal cost  is 
smaller than the corrective action cost of the non-confirming cut rock-earth. This paper proposes a MILP model as a viable solution
that considers the research gaps identified. A new MILP model which handles these issues with the least cost is presented in this paper.

II. MILP Model for Optimal EAP

2.1 Defining Earthwork Job-Site

An earthwork site is divided into pits. A pit is classified into either a cut (𝑖 ∈ 𝐶), a fill (𝑗 ∈ 𝐹), or a balanced pit according to the rock-
earth volume required to achieve the planned ground level. If the amount of rock-earth needs to be moved out of the pit (i.e., cut 
volume: CV (i)), then the pit is cut pit (𝑖). If the amount of rock-earth needs to be moved into the pit (i.e., fill volume: FV(j)), then the
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pit is fill pit (𝑗). A cut pit (𝑖) and a fill pit (j) are respectively sliced into a series of cut earth-block and a series of fill earth-block using 
user-defined earth unit size (the earth-block size). The data structure of the series of cut earth-blocks generated by slicing the ith cut pit 
by the size is a first-in-first-out (FIFO) queue because these cut earth-blocks are excavated from their corresponding cut pit in top-
down order. The data structure of the series of fill earth-blocks generated by slicing the jth fill pit is a last-in-first-out (LIFO) queue 

because these fill earth-blocks are backfilled into their fill pit in bottom-up order. Also, a set of borrow pits (𝑏) and disposal pits (𝑤) 
are considered for the earthwork. A borrow pit (b) is an off-site source to import the scarce fill rock-earths, a disposal pit (w) is an off-
site location to export the excess cut rock-earths. Each borrow pit has a maximum borrow capacity (BC(b)). Each disposal pit also has a 
maximum waste capacity (WC(w)).  

2.2 Defining the Earthmoving Input Sets, Parameters and Variables 

X (i,j,t) is a variable that represents a cut earth-block moved from a cut pit i to a fill pit j at tth earthmoving iteration. X (i,w,t) is a 
variable that represents cut earth-block moved from a cut pit i to a waste pit w at tth earthmoving iteration. X (b,j,t) is a variable that 
represents a cut earth-block moved from a borrow pit b to a fill pit j at tth earthmoving iteration. C (i,j) is a value that represents unit 
earth-block moving cost from a cut pit i to a fill pit j. c (i,w) is a value that represents unit earth-block moving cost from a cut pit i to a 
waste pit w. c (b,j) is a value that represents unit earth-block moving cost from a borrow pit b to a fill pit j. This study computes the 
unit earth-block moving costs (c (i,j), c (b,j), c (i,w)) by taking into account these productivity loss factors using Gwak et al.'s [2] 
approach. Ax (j,t) is used to identify if corrective action is occur in jth fill pit at tth earthmoving iteration. Ac (j,t) is a value that represents 
corrective action cost in jth fill pit at tth earthmoving iteration. Y (i,k,t) and p (b,n,t) indicates whether the kth cut rock-block of the ith cut 
pit and the nth rock-block of the bth borrow pit moves at the tth earthmoving iteration, respectively. Z (j,k,t) and q (w,k,t) denote whether 
the kth fill rock-earth of the jth fill pit and the kth fill rock-earth of the wth disposal pit are banked at the tth earthmoving iteration, 
respectively. 

2.3 Formulating the Objective Function and the Constraints 

The MILP model with the objective function of minimizing the total earthmoving cost of rock-earth among cut pits, fill pits, disposal 
pits, and borrow pits and minimizing corrective action cost of nonconforming rock-earths transported into the fill pit is presented as 
follows: 

Minimize Z =  ∑ ∑ ∑ 𝑥(𝑖, 𝑗, 𝑡) × 𝑐(𝑖, 𝑗)

𝑗𝑖𝑡

+ ∑ ∑ ∑ 𝑥(𝑖, 𝑤, 𝑡) × 𝑐(𝑖, 𝑤)

𝑤𝑖𝑡

+ ∑ ∑ ∑ 𝑥(𝑏, 𝑗, 𝑡) × 𝑐(𝑏, 𝑗)

𝑗𝑏𝑡

+ ∑ ∑ 𝑎𝑥(𝑗, 𝑡) × 𝑎𝑐(𝑗, 𝑡)

𝑗𝑡

 

Subject to: 

∑ ∑ 𝑥(𝑖, 𝑗, 𝑡)𝑗𝑡 + ∑ ∑ 𝑥(𝑖, 𝑤, 𝑡)𝑤𝑡 = 𝐶𝑉(𝑖), ∀𝑖       (1)  

∑ ∑ 𝑥(𝑖, 𝑗, 𝑡)𝑗𝑡 + ∑ ∑ 𝑥(𝑏, 𝑗, 𝑡)𝑏𝑡 = 𝐹𝑉(𝑗), ∀𝑗       (2)  

∑ ∑ 𝑥(𝑏, 𝑗, 𝑡)𝑗𝑡 ≤ 𝐵𝐶(𝑏), ∀𝑏      (3)  

∑ ∑ 𝑥(𝑖, 𝑤, 𝑡)𝑖𝑡 ≤ 𝑊𝐶(𝑤), ∀𝑤      (4)  

∑ ∑ 𝑥(𝑖, 𝑗, 𝑡)𝑗𝑡 + ∑ ∑ 𝑥(𝑖, 𝑤, 𝑡)𝑤𝑡 + ∑ ∑ 𝑥(𝑏, 𝑗, 𝑡)𝑗𝑏 = 1, ∀𝑡       (5)  

∑ 𝑦(𝑖, 𝑛, 𝑡)𝑡 = 1, ∀𝑖, ∀𝑛 ∈ 𝑁(𝑖)      (6)  

∑ 𝑝(𝑏, 𝑛, 𝑡)𝑡 = 1, ∀𝑏, ∀𝑛 ∈ 𝑄(𝑏)      (7)  

∑ 𝑧(𝑗, 𝑛, 𝑡)𝑡 = 1, ∀𝑗, ∀𝑛 ∈ 𝑀(𝑗)      (8)  

∑ 𝑞(𝑤, 𝑛, 𝑡)𝑡 = 1, ∀𝑤, ∀𝑛 ∈ 𝑅(𝑤)      (9)  

∑ 𝑦(𝑖, 𝑛 − 1, 𝑡) × 𝑡𝑡 ≤ ∑ 𝑦(𝑖, 𝑛, 𝑡) × 𝑡𝑡 , ∀𝑖, 𝑛 = 2,3, . . , 𝑁(𝑖)     (10)  

∑ 𝑝(𝑏, 𝑛 − 1, 𝑡) × 𝑡𝑡 ≤ ∑ 𝑝(𝑏, 𝑛, 𝑡) × 𝑡𝑡 , ∀𝑏, 𝑛 = 2,3, . . , 𝑄(𝑏)      (11)  

∑ 𝑧(𝑗, 𝑛 − 1, 𝑡) × 𝑡𝑡 ≤ ∑ 𝑧(𝑗, 𝑛, 𝑡) × 𝑡𝑡 , ∀𝑗, 𝑛 = 2,3, . . , 𝑀(𝑗)      (12)  

∑ 𝑞(𝑤, 𝑛 − 1, 𝑡) × 𝑡𝑡 ≤ ∑ 𝑞(𝑤, 𝑛, 𝑡) × 𝑡𝑡 , ∀𝑤, 𝑛 = 2,3, . . , 𝑅(𝑤)      (13)  

∑ ∑ 𝑦(𝑖, 𝑗, 𝑡)𝑛∈𝑁(𝑖)𝑖 + ∑ ∑ 𝑝(𝑏, 𝑛, 𝑡)𝑛∈𝑄(𝑏)𝑏 = 1, ∀𝑡       (14)  

∑ ∑ 𝑧(𝑗, 𝑛, 𝑡)𝑛∈𝑀(𝑗)𝑗 + ∑ ∑ 𝑞(𝑤, 𝑛, 𝑡)𝑛∈𝑅(𝑤)𝑤 = 1, ∀𝑡       (15)  

∑ 𝑥(𝑖, 𝑗, 𝑡)𝑗 + ∑ 𝑥(𝑖, 𝑤, 𝑡)𝑤 = ∑ 𝑦(𝑖, 𝑛, 𝑡)𝑛∈𝑁(𝑖) , ∀𝑡, ∀𝑖       (16)  

∑ 𝑥(𝑏, 𝑗, 𝑡)𝑗 = ∑ 𝑝(𝑏, 𝑛, 𝑡)𝑛∈𝑄(𝑏) , ∀𝑡, ∀𝑏       (17)  

∑ 𝑥(𝑖, 𝑗, 𝑡)𝑖 + ∑ 𝑥(𝑏, 𝑗, 𝑡)𝑏 = ∑ 𝑧(𝑗, 𝑛, 𝑡)𝑛∈𝑀(𝑗) , ∀𝑡, ∀𝑗       (18)  

∑ 𝑥(𝑖, 𝑤, 𝑡)𝑖 = ∑ 𝑝(𝑤, 𝑛, 𝑡)𝑛∈𝑅(𝑤) , ∀𝑡, ∀𝑤       (19)  

𝑎𝑥(𝑗, 𝑡) ≤ ∑ 𝑥(𝑖, 𝑗, 𝑡)𝑖 + ∑ 𝑥(𝑏, 𝑗, 𝑡)𝑏 +
1

3
(∑ ∑ 𝑦(𝑖, 𝑛, 𝑡) × 𝑁(𝑖, 𝑛)𝑛∈𝑁(𝑖)𝑖 + ∑ ∑ 𝑧(𝑗, 𝑛, 𝑡) × 𝑀(𝑗, 𝑛)𝑛∈𝑀(𝑗)𝑗 ) +

1

6
, ∀𝑗, ∀𝑡       (20)  
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𝑎𝑥(𝑗, 𝑡) ≥ ∑ 𝑥(𝑖, 𝑗, 𝑡)𝑖 + ∑ 𝑥(𝑏, 𝑗, 𝑡)𝑏 +
1

3
(∑ ∑ 𝑦(𝑖, 𝑛, 𝑡) × 𝑁(𝑖, 𝑛)𝑛∈𝑁(𝑖)𝑖 + ∑ ∑ 𝑧(𝑗, 𝑛, 𝑡) × 𝑀(𝑗, 𝑛)𝑛∈𝑀(𝑗)𝑗 ) −

5

6
, ∀𝑗, ∀𝑡       (21)  

Required number of rock-earth block to achieve the planned elevation is constrained by Eqs. (1) and (2). Maximum capacity of borrow 
(or waste) pit is constrained by Eqs. (3) and (4). The transportation of the rock-earth block is constrained by Eqs. (5) to (9). The 
excavating order of cut rock-earths from a cut pit (i) and that from a borrow pit are constrained by Eqs. (10) and (11), respectively. 
The backfilling order of fill rock-earths to a fill pit (j) and that to a disposal pit (w) are constrained by Eqs. (12) and (13), respectively. 
The index of a rock-earth in a cut pit (or borrow pit) and that in a fill pit (or disposal pit) are constrained by Eqs. (14) to (19). Moving 
a rock-earth which is nonconforming to a fill rock-earth is prohibited by the constraints shown in Eqs. (20) to (21). 

III. Case Study 

The earthmoving project shown in Fig. 1 was reproduced from existing studies (i.e., [6]) to verify the usability of the OPS method in 
the context of a land clearing earthwork. The earthwork consists of rough grading on a small office building site. The land size, 
earthwork volume, grid (or pit) spacing, and total number of grids (pits) are 90 m× 105 m, 43,770 m3, 15 m× 15 m, and 42 pits 
(=6× 7), respectively. The volume of a rock-earth block is set to 450 m3 (=length (15 m) × width (15 m) × depth (2 m)). The cut 
and/or fill volume of each pit required to accomplish the planned ground level are computed as shown in Table 1 using the current 
and planned elevations, which are denoted by dotted and solid lines, respectively. 

A total of 96 rock-earth blocks are moved from cut pits to their corresponding fill pits. The optimal rock-earth types and the number 
of rock-earth blocks to move from a cut pit to its corresponding fill pit and the most economical cut-fill rock-earth block pairs 
satisfying the quality requirements of their fill pits are computed. However, the results are not presented due to lack of space. The 
total earthmoving cost is $11,111.02. The corrective action cost incurred by nonconforming rock-earths is $0 because those rock-
earth blocks which do not conform to the fill rock-earth blocks are moved to their corresponding fill pits. 

To minimize the earthmoving cost, the cut rock-earths in cut pits should be moved to the fill rock-earths of the nearest fill pits (i.e., 2, 
5, 9, 12, 17, 24, 27, 32, 34, 39, and 42.). The optimal cut-fill pairs are denoted by the dash red lines; the excavator's repositioning 

sequences are [3 →10 →11 →18 →19 → 11→ 25→ 26→ 33 →40 →41] as denoted by the straight blue lines in Fig. 2. 
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Figure 1. Earthwork job site grid plan 
 

Table 1. Cut and fill worksheet 

Pit 
ID 

Cut amount(m³) Fill amount(m³) Pit 
ID 

Cut amount(m³) Fill amount(m³) 

𝒏𝒊=0 𝒏𝒊=1 𝑪𝑽𝒊 𝒎𝒋=0 𝒎𝒋=1 𝑭𝑽𝒋 𝒏𝒊=0 𝒏𝒊=1 𝑪𝑽𝒊 𝒎𝒋=0 𝒎𝒋=1 𝑭𝑽𝒋 

1 0 0 0 0 0 0 22 0 0 0 450 550 1,000 

2 0 0 0 0 188 188 23 0 0 0 1,350 463 1,813 

3 0 166 166 0 0 0 24 0 0 0 350 900 1,250 

4 0 0 0 0 0 0 25 0 546 546 0 0 0 

5 0 0 0 450 800 1,250 26 525 600 1,125 0 0 0 

6 0 0 0 900 850 1,750 27 0 0 0 500 706 1,206 

7 0 0 0 450 488 938 28 0 0 0 536 1000 1,563 

8 0 0 0 313 0 313 29 0 0 0 688 500 1,188 

9 0 0 0 450 300 750 30 0 0 0 2,000 500 2,500 

10 157 0 157 0 0 0 31 0 0 0 1,500 375 1,875 

11 0 597 597 0 0 0 32 0 0 0 206 0 206 

12 0 0 0 417 450 867 33 800 388 1,188 0 0 0 

13 0 0 0 2,250 875 3,125 34 0 0 0 0 48 48 

14 0 0 0 900 1,163 2,063 35 0 0 0 0 875 875 

15 0 0 0 0 750 750 36 0 0 0 0 625 625 

16 0 0 0 738 450 1,188 37 0 0 0 900 413 1,313 

17 0 0 0 0 170 170 38 0 0 0 613 450 1,063 

18 0 787 787 0 0 0 39 0 0 0 209 0 209 

19 0 773 773 0 0 0 40 0 563 563 0 0 0 

20 0 0 0 1,350 1,025 2,375 41 0 128 128 0 0 0 

21 0 0 0 2,125 0 2,125 42 0 0 0 0 313 313 

 

Figure 2. Graphical representation of the solution. 
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IV. Conclusion 

This paper presents a MILP model that determines the optimal sets of cut-fill pairs and their sequence for EAP by taking into account 
the operational constraints. It minimizes (1) the total cost of moving the rock-earth blocks among the cut, fill, disposal, and borrow 
pits, (2) the additional expenses for correcting nonconforming rock-earth blocks, and (3) the excavators' repositioning cost. With the 
mathematical formula, an earthwork project manager may perform earthwork allocation planning by identifying the optimal cut-fill 
pairs and their sequence before and during the earthwork operation. 
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Abstract - In  this  study,  crane-related  safety  accidents  that  occurred  on  construction  sites  were  analyzed  using the  data  collected  by  the  Korea 
Occupational Safety and Health Agency (KOSHA), and the networks of crane-related safety accidents were analyzed using the centrality and clustering 
techniques of SNA analysis. Based on the results of this analysis, the following conclusions were reached. In this study, wide range of machinery and 
equipment types used on construction sites, only mobile and tower cranes were analyzed in this study with regard to which safety accidents frequently 
occurred. It is necessary to analyze the networks of safety disasters related to various machinery and equipment types, and thus to establish data for the
development of management measures by occupation type through follow-up research.

I. Introduction

As construction technologies and methods have advanced, high-rise and large-scale buildings have been constructed and a variety of 
construction  machinery  and  equipment  are  being  utilized  to  efficiently  perform  construction  tasks.  These  have  contributed  to 
improvements in productivity, and reductions in construction duration and costs. A crane, the most basic type of heavy equipment 
that  is  commonly  used  on  construction  sites,  moves  most  of  the  resources  (materials,  machines,  etc.)  used  on  construction  sites 
vertically and horizontally, improving the efficiency of construction tasks.

Aside from these advantages, cranes are also involved in various forms of serious safety  accidents  due to their high usability. From 
1997 to 2013, there were 1,171 deaths caused by crane-related accidents across all industries in the United States; approximately half 
of this total (544) were in the construction industry [1]. Considering these facts, cranes are clearly very dangerous on construction 
sites, and the damage to property and life caused by crane accidents can be very serious. On most construction sites, however, heavy 
equipment is still selected and utilized based only on the experience of supervisors and operators.

Many studies have been conducted with the goal of reducing safety accidents related to construction equipment and cranes, including a 
study  on  the  development  of  real-time  support  systems  for  the  safe  operation  of  mobile  cranes  [1],  an  analysis  of  forecasts  of  the 
movement of workers and equipment on construction sites [2], a study on the development of systems for the improvement of the 
safety of earthwork equipment [3], an in-depth analysis of fatal injuries caused by crane-related accidents [4], and a study on the safety 
status of tower crane operators [5]. These earlier studies were performed using different methodologies, but involved analyses of less 
than 100 safety accidents, and did not consider the origins and causes of actual crane-related safety accidents.

Against  this  backdrop,  this  study  collected  data  on  crane-related  accidents  that  occurred  over  the  past  3  years  with  the  aim  of 
overcoming the limitations of the earlier studies, and the networks and risk level of safety accidents related to each crane type were 
analyzed using SNA techniques  to obtain key risk factors, with the aim of suggesting  management measures that can be  utilized on 
construction sites.  

This paper is prepared exclusively for CoreConferences 2018 which is published by ASDF International, Registered in London, United Kingdom under the 
directions of the Editor-in-Chief Dr A Senthilkumar and Editors Dr. Daniel James. Permission to make digital or hard copies of part or all of this work for personal 
or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage, and that copies bear this notice and 
the full citation on the first page. Copyrights for third-party components of this work must be honoured. For all other uses, contact the owner/author(s). 
Copyright Holder can be reached at copy@asdf.international for distribution. 

2018 © Reserved by Association of Scientists, Developers and Faculties [www.ASDF.international] 



                                                                                        CoreConferences                                                                         20 

         

II.   Analysis Methodology 

Social network analysis (SNA) is a methodology used to structurally visualize various types of relations (organizations, humans, 
knowledge, etc.) using nodes and links, analyze their attributes and predict measures to optimize the structure of analysis targets. The 
methodology has been utilized in various fields including military science, business administration, pedagogy, engineering science, etc. 
In this study, of the various SNA methods, centrality and clustering analyses that can analyze a large amount of data and extract key 
influential factors were carried out to develop a network of crane-related safety accidents. Centrality analysis is used to identify which 
node is the most important, and to determine the degree of centrality that shows how many key nodes a network is concentrated on. 
Clustering analysis is used to find out which groups a network is comprised of, and to identify the characteristics of the network 
through relations between sub-groups. These analysis methods use the following equations.  

① Degree Centrality (D.C.) 

                                                                                                                (1) 
d(ni) = degree of node n,   g = the total number of nodes  

② Betweenness Centrality (B.C.) 

                                                                                             (2) 
gjk = the number of geodesics between nodes j and k 
gjk(ni) = the number of geodesics between nodes j and k that contain node i  

③ Clustering Index (SMI) 
 

 (3) 

III. Analysis of Crane-Related Safety Accidents  

Prior to the analysis of the networks of crane-related safety accidents, crane-related safety accidents were analyzed to examine the 
level of occurrence using the data of 444 safety accidents collected by the Korea Occupational Safety and Health Agency (KOSHA) 
from 2013 to 2015. The data used in this study were collected from 5 metropolitan cities (Seoul Special Metropolitan City, Daejeon 
Metropolitan City, Gwanju Metropolitan City, Daegu Metropolitan City and Busan Metropolitan City) where many construction 
projects have been carried out. The number of safety accident victims by crane type is as shown in Figure 1, and the top 20 
occupations that showed the largest number of safety accidents are listed in Table 1. Figure 1 shows that mobile cranes had the highest 
number of accident victims, followed by tower cranes, overhead travelling cranes and jib cranes; this can be attributed to the fact that 
mobile cranes are widely used in both small-scale construction sites and large-scale construction sites thanks to their high usability. In 
addition, Table 1 shows that crane-related safety accidents occurred to general workers the most, followed by construction machinery 
operators, machinery and equipment workers, framing carpenters and steel benders. 

IV.   Analysis of The Networks Crane-Related Safety Accidents 

To identify the key risk factors for crane-related safety accidents, Net-Miner, a software program for SNA analysis, was utilized. Data 
on safety accidents related to mobile cranes (315 cases) and tower cranes (106 cases) that occurred most frequently and thus require 
some kind of urgent remedial response were analyzed in this study only. Risk factors, disaster types, equipment operation conditions, 
working conditions and workers’ occupations were entered as additional variables to analyze the data in detail. Betweenness centrality 
and clustering techniques were used to analyze the data. 

 

Figure 1. Number of safety accident by crane type (Unit: Person) 
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Table 1. No. of crane-related accident victims by occupation type (Unit: Person) 

Figure 2 shows the results of a centrality analysis on safety accidents related to mobile cranes. A network of safety accidents was 
formed centering on nodes including “general worker (degree: 99),” “construction machinery operator (61)” and “steel worker (23),” 
and it was found that safety accidents frequently occurred while “lifting materials (131),” “installing steel frames (36)” and “leaving a 
crane (20).” Through clustering analysis, a total of 10 communities were obtained; among them, the modularity of the sixth 
community was 42.98, showing the strongest cohesion, and thus the sixth community was selected for further analysis. Figure 2 
shows that 11 groups were generated within the data of mobile cranes. Groups other than G1 (0.810), G2 (0.859) and G4 (0.653) 
that showed the highest cohesion (SMI) were excluded from the final analysis. G1 indicates that many accidents (0.2) of being struck 
by steel frames (0.3) occur when steel workers use a mobile crane to install steel frames (in-out degree: 0.3), and G2 indicates that 
accidents of “falls (0.2)” frequently occur when machinery and equipment workers “stop (0.3)” and “leave a mobile crane (0.4).” In 
addition, G4 shows that general workers often experience accidents of being “caught in between (0.2)” when they use a mobile crane 
to “lift materials (0.3).” 

Figure 3 shows the results of a centrality analysis on safety accidents related to tower cranes. A network of safety accidents was formed 
centering on nodes including “general works (degree: 32),” “machinery and equipment worker (22),” “framing carpenter (11),” and 
“steel bender (9),” and it was found that safety accidents frequently occurred while “lifting materials (61),” “dismantling (13)” and 
“installing (9).” Through clustering analysis, a total of 11 communities were obtained; among them, the modularity of the second 
community was 17.076, showing the strongest cohesion, and thus the second community was selected for further analysis. Figure 3 
shows that 2 groups were generated within the data of tower cranes. Since the SMI of the two groups was higher than 0.8 (G1: 0.846, 
G2: 0.9), both of them were selected for the final analysis. G1 indicates that many accidents of being “caught in between (0.2)” “wire 
ropes (0.2)” or being “struck by an object (0.3)” occur when general workers use a tower crane to “lift materials (in-out degree: 0.4),” 
and that framing carpenters often experience accidents of being “hit against a mold (0.2)” when they use a tower crane to “lift 
materials (0.1).” It was also found that steel benders often experience accidents of being “hit (0.2)” against “a steel frame (0.5)” when 
they use a tower crane to “lift materials (0.1).” G2 shows that accidents of “collapses (0.4)” frequently occur when machinery and 
equipment workers “stop (0.5)” and “dismantle a tower crane (0.5),” and that accidents of “falls (0.2)” frequently occur when they 
“install a tower crane (0.3).” 

 
Figure 2. Centrality and Clustering of Mobile Crane 
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Figure 3. Centrality and Clustering of Tower Crane 

V.   Analysis of The Risk on Crane-Related Safety Accidents 

It is important to examine to whom safety accidents on construction sites occur and due to what factors, but the risk level of the 
factors should also be analyzed. In this regard, the risk level of the crane-related safety accidents discussed in Chapter 4 above was also 
analyzed in this study. Risk analysis was performed based on a calculation method used by KOSHA. Table 2 shows that the risk level of 
mobile cranes and tower cranes with regard to which safety accidents frequently occur was 499.91 and 139.81, respectively. In detail, 
the risk level of items related to mobile cranes including “general worker,” “caught in between” and “lifting materials” was high, and 
the risk level of items related to tower cranes including “general worker,” “struck by an object” and “lifting materials” was high. 

Table 2. Analysis of the risk level of crane-related safety accidents 

Mobile crane Tower crane 

Type 
No. of 
victims 

Disaster 
intensity 

Risk level Type 
No. of 
victims 

Disaster 
intensity 

Risk level 

Mobile crane 315 1.587 499.91 Tower crane 106 1.319 139.81 

By 
occupation 

type 

General worker 99 1.249 123.65 

By 
occupation 

type 

General worker 32 2.062 65.98 

Machinery & 
equipment 

worker 
22 0.784 17.25 Construction 

machinery 
operator  

61 0.662 40.38 
Framing 

carpenter 
11 1.822 20.04 

Steel worker 23 2.012 46.28 
Steel bender 9 0.508 4.57 

By disaster 
type 

Caught in 
between 

69 0.828 57.13 

By disaster 
type 

Struck by an 
object  

22 2.873 63.21 

Hit against an 
object 

21 0.563 11.82 

Struck by an 
object  

41 2.770 46.28 
Caught in 
between 

21 1.706 35.83 

Falls 28 0.674 18.87 

Falls 17 0.239 4.06 
Collapses 7 1.159 8.11 

By work 
type 

Lifting materials 131 1.498 196.24 

By work 
type 

Lifting materials 62 1.395 86.49 

Installing steel 
frames 

36 1.213 43.67 Dismantling 13 0.841 10.93 

Leaving a crane 20 0.402 8.04 Installing 9 0.896 8.06 
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VI.  Conclusion 

In this study, crane-related safety accidents that occurred on construction sites were analyzed using the data collected by the Korea 
Occupational Safety and Health Agency (KOSHA), and the networks of crane-related safety accidents were analyzed using the 
centrality and clustering techniques of SNA analysis. Based on the results of this analysis, the following conclusions were reached.   

1. Crane-related safety accidents that occurred on construction sites were analyzed, and it was found that the number of 
accidents related to mobile cranes was the highest, followed by tower cranes, overhead travelling cranes and jib cranes. The 
crane-related safety accidents were also analyzed by occupation type, and it was found that many crane-related accidents 
occurred to general workers, construction machinery operators, machinery and equipment workers, framing carpenters, 
and steel benders. 

2. An analysis of the networks of crane-related safety accidents was conducted, and it was found that mobile cranes formed 
networks centering on nodes including general worker, construction machinery operator and steel worker, and that safety 
accidents frequently occurred while “lifting materials,” “installing steel frames” and “leaving a crane.” Tower cranes formed 
networks centering on nodes including general worker, machinery and equipment worker, framing carpenter and steel 
bender, and safety accidents frequently occurred while “lifting materials,” “dismantling” and “installing.”  

3. The risk level of crane-related safety accidents was analyzed, and it was found that the risk level of items related to mobile 
cranes including “general worker,” “caught in between” and “lifting materials” was high, and that the risk level of items 
related to tower cranes including “general worker,” “stuck by an object” and “lifting materials” was high.  

If management measures are developed based on the key risk factors of crane-related safety accidents above, it is expected that these 
can contribute to a reduction in the crane-related safety accidents that occur on construction sites.   

In this study, wide range of machinery and equipment types used on construction sites, only mobile and tower cranes were analyzed in 
this study with regard to which safety accidents frequently occurred. It is necessary to analyze the networks of safety disasters related 
to various machinery and equipment types, and thus to establish data for the development of management measures by occupation 
type through follow-up research.  
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of Tunnelling Projects: An Overview 
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Abstract: The importance of drainage-related risks associated with tunnelling projects requires special attention from tunnel operators to analyse and 
manage the risks. The optimal management of drainage-related risks in tunnelling projects involves multiple objectives such as flood management, 
maximisation of design capacity of drainage contamination and optimisation of overall drainage system. This paper focuses on identifying the key 
drainage-related risks that have great potential of occurring in highway tunnelling projects. The outcomes of this research are developed based on 
findings obtained from extensive literature review and several case studies that have been carried out by other researchers. The identified drainage-
related risks will be reviewed in this paper. All these risks can be included as key information when drafting a new risk management plan or to be added 
into the existing risk management plan in order to enhance the operation and maintenance of tunnelling projects. 
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A Development of Accident Prediction Technique 
based on Monitoring Data for the Area of Dense Energy 

Consumption 
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 1,2,3Institutes of Gas R&D, Korea Gas Safety Corporation, Republic of Korea 

Abstract-Accident likelihood is growing due to a correlation for gas and electricity installed in the area of dense energy consumption like 
traditional market and underground shopping center. In order to prevent and respond accident risks related to gas and electricity in this area, it 
should be monitored and predicted for risk factors of gas or electricity by developing safety management system. In this study, the method of accident 
prediction development related to gas risk was proposed in the area of dense energy consumption. From statistical data of risk factors in the area of 
dense energy consumption, temperature as risk factor except gas leak in gas use has been extracted. General aspects of temperature changes and 
associated theories were investigated to analyze characteristics of temperature data. In addition, to check the changes in temperature due to 
convection around the burner, related experiments were carried out. Through such investigations and experiments, the change characteristics in 
temperature data related to fire prediction were derived and algorithm was developed to apply them to the development of energy safety management 
systems. 

I. Introduction 

The areas of dense energy consumption are traditional market and underground shopping center etc. which have a large floating 
population with facilities of gas and electricity. Accident risks related to gas and electricity are explosion (35.6%), leak (16.8 %) 
and fire (26.1 %) during the most recent 10 years [1]. 

In order to prevent and respond accident risks related to gas and electricity in this area, it should be needed to develop safety 
management system based on internet of things (IOT) which executes sensor data collection and data analysis for accident 
prediction and safety control etc. [2,3]. 

In this study, the method of fire accident prediction technique related to gas usage in the area of dense energy consumption was 
proposed for safety management system. From statistical data of risk factors in the area of dense energy consumption, A 
temperature as risk factor except gas leak in gas use has been extracted. A characteristic analysis of risk factor was carried out by 
temperature variation tests and related law. Accident prediction algorithms using temperature data were developed based on these 
characteristics for application to safety management systems. 

II.   Statistical Data of Risks Factor in the Area of Dense Energy Consumption 

In this study, the method of fire prediction model development in the area of dense energy consumption was proposed for safety 
management system. Accident ranking of risk factors was analyzed by using statistical fire data in traditional market and 
underground shopping center of Korea during the last 9 years as Table 1 [4]. 
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Upper risk factors are mostly electrical factor, carelessness, mechanical factor. Risk factors related to gas are carelessness (preparing 
food) (seventh), carelessness (adjacent position of the flame) (14th). In traditional market and underground shopping center, fire 
occurs near the burner but no safety management is made. To prevent from these accidents and other fires, a temperature sensor 
should be installed around the gas burner to avoid fire and gas-related explosion accidents.  

Table 1 Statistical data of fire in Korea during the last 9 years 

 

III. Characteristic Analysis of the Risk Factor in the Area of Dense Energy Consumption 

Using the burner will increase the ambient temperature and cause a different pattern of temperature increase in the event of an 
accident. Therefore, it is important to consider statistical factors or characteristic factors that may reflect the pattern of temperature 
changes.  

Most gas use facilities in the area of dense energy consumption are interior spaces. Change pattern characteristics are needed to 
account for the different ambient temperature changes depending on the surrounding environment (ventilation system, internal 
structure near the burner, number of internal personnel, heating and cooling facility, and fire power of the burner). 

Accurate temperature forecasting requires long-term on-site data collection. Since the pattern of temperature changes or the 
magnitude is different from normal, these characteristics should be applied in the event of an accident(overheating, fire, etc.). 

Temperature changes around the burner generally take place from the start of cooking to the point of boiling (①-② Figure 1). 

There is a boiling point from the point of boiling to the point of burning as shown in ②-③ Figure 2. Ambient temperature tends 
to be similar to the inner temperature in pot but is variable according to time. 

 

Figure 1. Changes of inner temperature in pot and ambient temperature 
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Newton’s law of cooling enables larger time-heating energy changes depending on the size of the fire. In addition, the closer it is to 
the burner fire, the bigger it becomes. 

𝑑𝑄

𝑑𝑡
= ℎ ∙ 𝐴(𝑇𝑒𝑛𝑣 − 𝑇(𝑡)) = −ℎ ∙ 𝐴∆𝑇(𝑡) 

Q: thermal energy, h: heat transfer coefficient, A: the area of heat transfer targets, 𝑇𝑒𝑛𝑣  : ambient temperature, T: a surface 
temperature of heat transfer targets. If the burner and the temperature sensor are close to each other, the effect of convection 
directly on the changes in the temperature around the burner will benefit from temperature detection. In the case of remote 
distances, it is necessary to consider the installation of temperature sensor, since rapid burning or temperature change around the 
burner is difficult to detect. 

When using the burner, the temperature will always increase, and if there is an accident, the different pattern of temperature 
increase will occur. These characteristics can be used to predict accidents. 

IV. Experiment of Temperature Variation According to A Distance Between Fire and Steel 
Plate 

When portable butane gas stove is operated using oversized grill, it is tested for temperature change at the top and bottom of the 
container, container retention cover in the burner, and butane containers in accordance with the burn time. Figure 2 shows 
temperature measurement location in this test.  

 

Figure 2. Temperature measurement locations 

It is required to verify the characteristics of temperature change for fire caused by overheat to check the parts related to convection. 
It can be seen that the temperature changes with the distance between oversized grill and portable butane gas stove cover(cover) 
become more variable as the distance approaches in Figure 3. We can confirm the results of these experiments are consistent with 
Newton’s law of cooling. 
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Figure 3. Experiment Temperature according to a distance between hot grill and cover: (a) 12.34 mm, (b) 24.06 mm, (c) 28.49 
mm, (d) 33.59 mm  

V. Development of Accident Prediction Technique Considering Experiment Results 

After the analysis of the risks associated with gas use in the area of dense energy consumption using statistical data, the relevant 
accident risks, except gas leakage, are related to temperatures. To prevent such accident hazard, the radio temperature sensor may 
be installed around the burner to develop and utilize a prediction model considering the characteristics of temperature data change. 
A predictive method was developed using algorithms such as Figure 4, taking into account the temperature change data (slope) 
measured at the site, fire hazards limit temperature, temperature variability and rapid rise temperature data, etc.   

Temperature data are monitored in real time from the energy safety management system server that collects data from IOT sensors 
and utilized as statistical characteristics values of ordinary temperature data with reference data for a given time period. Where real-
time temperature data is greater than 1 step warning temperature (set value or ordinary temperature statistical value), the time to 
reach the limit is predicted by regression analysis, and where small, initial fire is considered. 

An algorithm inform the energy safety management system that the pattern of temperature changes being monitored is in a fire 
indication if the pattern differs from the usual one, and if not, it is in a fire safety condition. 

 

 

Figure 4. Accident Prediction Algorithm based on Temperature Data 
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VI. Conclusions 

Accident likelihood is growing due to a correlation for gas and electricity installed in the area of dense energy consumption. To 
prevent and respond accident risks related to gas and electricity in this area, it should be needed to develop safety management 
system which executes sensor data collection and data analysis for accident prediction and safety control etc. In this study, the 
technique of fire prediction in the area of dense energy consumption was developed for safety management system. To analyze the 
characteristics of the temperature data, we investigated and analyzed the typical temperature changes and associated theoretical 
equation. In addition, the experiments were performed to verify the temperature changes caused by convection around the burner. 
Main characteristics of temperature data variation are linear/nonlinear relation and variability over time which can be applied to 
accident prediction or fire indication decision. Then, the algorithm of prediction technique was developed for safety management 
system. The verification test of the algorithm for accident prediction technique will work in the future. 
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Concrete using Coconut Fiber –An Alternative 
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Abstract: Use of Fiber is one of the vital and emerging trends in Construction Technology. Fiber can be considered as an alternative in the 
use of an air entraining agent providing sufficient freeze thaw protection and moreover as a reinforcing material. Fiber reinforced materials 
are composite materials that typically consist of strong fibers embedded in resin matrix. It is a composite obtained by adding a single type or 
a blend of fibers to the conventional concrete mix. The fibers provide strength and stiffness to the composite and generally carry most of the 
applied loads. The matrix acts to bond and protect the fibers and to provide for transfer of stress from fiber to fiber through shear stresses. 
Fibers can be in form of steel fibers, glass fibers, natural fibers, synthetic fibers, etc. The mechanism by which fibres produce resistance to 
freezing and thawing is that fibres introduction reduces water absorption of the concrete increasing penetration resistance to de-icing salts. 
Reduced water absorption is a function of the fibres to reduce plastic shrinkage cracking, reducing the ability of water to permeate into the 

bleed in a concrete. So this research paper describes experimental studies on the use of coconut fibre as enhancement of concrete.  

Introduction 

In the recent times it is very difficult to point out another material which is as versatile as concrete. Moreover some studies 
show that it is the second most widely used material after water. It is by far, the most widely used construction material 
which is constantly expanding and reshaping in this booming time of development of the infrastructure. With the recent 
advances in concrete it has now become possible to control the various factors and to obtain a concrete of certain specific 
requirements.  

With the quest for affordable housing system for both the rural and urban population and other infrastructure, various 
proposals focussing on cutting down conventional building material costs have been put forward. One of the suggestions in 
the forefront has been the sourcing, development and use of alternative, non-conventional local construction materials 
including the possibility of using some agricultural wastes as construction materials. Natural reinforcing materials can be 
obtained at low cost and low levels of energy using local manpower and technology. Utilisation of fibres as a form of 
concrete enhancement is of particular interest to less developed regions where conventional construction materials are not 
readily available or are too expensive. So from there comes the idea of Fibre reinforced concrete.   

Fiber reinforced concrete is concrete containing cement, water, aggregate, and discontinuous, uniformly dispersed or 
discrete fibers. It is a composite obtained by adding a single type or a blend of fibers to the conventional concrete mix. Fibers 
can be in form of steel fibers, glass fibers, natural fibers, synthetic fibers, etc. Main role of fibers is to bridge the cracks that 
develop in concrete and increase the ductility of concrete elements. There is considerable improvement in the post-cracking 
behaviour of concrete containing fibers due to both plastic shrinkage and drying shrinkage. They also reduce the permeability 
of concrete and thus reduce bleeding of water. Some types of fibers produce greater abrasion resistance in concrete and 
impart more resistance to impact load.  

Concrete made with Portland cement has certain characteristics: it is strong in compression but weak in tension and tends to 
be brittle. The weakness in tension can be overcome by the use of conventional steel bar reinforcement and to some extent 
by the inclusion of a sufficient volume of certain fibres. The use of fibres also alters the behaviour of the fibre-matrix 
composite after it has cracked, thereby improving its toughness. The overall goal for this research is to investigate the 
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potential of using waste and low energy materials for building any type of infrastructure. The objective of this research is to 
experiment on the use of coconut fibres as an enhancement of concrete. Coconut fibres are not commonly used in the 
construction industry but are often discarded as wastes. 

Coconut fibres obtained from coconut husk, belonging to the family of palm fibres, are agricultural waste products obtained 
in the processing of coconut oil. Coconut fibre has been used to enhance concrete and mortar, and has proven to improve 
the toughness of the concrete and mortar in this research.  

Advantages of Fiber Reinforced Concrete 

Fibre reinforced concrete has high modulus of elasticity for effective long-term reinforcement, even in the hardened 
concrete. Moreover it does not rust nor corrode and requires no minimum cover. Fibre reinforced concrete has ideal aspect 
ratio (i.e. relationship between Fiber diameter and length) which makes them excellent for early-age performance. These are 
easily placed, cast, sprayed and less labour intensive. Moreover they have greater retained toughness in conventional 
concrete mixes and higher flexural strength, depending on addition rate. They can be made into thin sheets or irregular 
shapes and possesses enough plasticity to go under large deformation once the peak load has been reached.  

Methodology 

The following materials were used for preparing the concrete mix:- 

1. OPC of 53 grades 
2. Fine aggregate i.e. sand  
3. Coarse aggregate  
4. Coconut fibers  
5. Water 

Ordinary Portland cement of grade 53 was used in this research. The fine aggregate was natural sand which is freely available 
and the coarse aggregate having a size of20mm and 10mm (smaller size aggregate as suitable for the mould used for 
casting).The fibres were coconut fibres with length 6mm with approximate mean aspect ratio. Coconut Coir Fibre: Fibres 
were collected from the local temples, cleaned, sun dried, removed dust to analyze its properties. Coconut fibres require no 
pre-treatment, except water treatment. Coconut Fibre has high water absorption. Due to this property, the coconut fibres 
were pre soaked in water for 24 hours. 

Preparation and Testing of Specimen 

Standard 15cm x 15cm x 15cm cubes are taken and three cubes for different % of fibers. Finally the compressive strength of 
concrete with and without coconut fiber is tested. The average of three results of same percentage of coconut fibers is 
considered and effect is seen. The different properties of ingredients are tabulated in table below. 

Test Results of The Ingredients 

Sr.No. Items Results 

1. Cement OPC-53 GRADE 

2. Sp. Gravity of cement 3.2 

3. Sp. Gravity of coarse aggregate 2.7 

4. Sp. Gravity of fine aggregate 2.8 

5. Water absorption of coarse aggregate 1% 

6. Water absorption of fine aggregate 4% 

7. Free moisture content of coarse aggregate - 

8. Free moisture content of fine aggregate - 

9. Fineness modulus 3.92 

10. Zone of fine aggregate III 

The influence of coconut fiber on concrete has been studied for three different grades of concrete that are M20, M25, and 
M30. The coconut fiber is used of 0% (no fibres), 0.2%, 0.4%, 0.6%, 0.8% and 1.0%.  
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Mixing Procedure 

The dry cement and aggregates were mixed for two minutes by hand. The mixing continued for further few minutes while 
about 80% of the water was added. The mixing was continued for another few minutes and the fibres were fed continuously 
to the concrete for a period of 2–3 min while stirring. Finally, the remaining water was added and the mixing was continued 
for an additional two minutes. This ensured a complete distribution of fibres throughout the concrete mix.  

Method of Compaction 

The moulds with half filled fresh concrete were vibrated vertically on the vibrated table while casting for about 30 seconds. 
The moulds were then fully filled with fresh concrete and vibrated further for about 60 seconds. This method of compaction 
was to align the fibres normal to the direction of vibration. 

Curing 

The specimens were stripped from the moulds 24 hours after casting and submerged in water until testing. Specimens were 
removed from the water after 28 days of submersion in water for testing the 28-day strength. 

Testing and Result Analysis 

All the cubes were tested in a ‘Compressive Testing Machine’ to determine the compressive strength of the cubes.  

The procedure is as follows: - Compression test of cube specimen is made as soon as practicable after removal from curing 
pond. Place the specimen centrally on the location marks of the compression testing machine and load is applied 
continuously, uniformly and without shock. The rate loading is 2kN/Sec continuously. The load is increased until the 
specimen fails and record maximum load carried by the each specimen during the test.  
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These results show that compressive strength of concrete increases just at 0.2% fibres. It is because at this fibre content it 
fills the voids. It is also seen that compressive strength of concrete reduces drastically when fibres content is increased 
beyond 0.2%. The amount of gain of compressive strength is shown in table below: - 

 

Conclusion 

The compressive strength of concrete increases at certain aspect ratio of fibres and at a specific 0.2%. Compressive strength 
of concrete decreases beyond 0.2%. The amount of gain of compressive strength gradually increases with increase in grade of 
concrete and it can be concluded that addition of coconut fiber will reduces the quantity of ingredients to achieve same 
strength and thus it becomes economic. 
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Abstract: In this study, a technique is presented for developing constitutes models for polymer composite systems with single walled carbon nanotubes 
(SWNT). Because the polymer molecules are on the same size scale as the nanotubes, the interaction at the polymer/nanotube interface is highly 
dependent on the local molecular structure and bonding. It is proposed herein that the nanotube, the local polymer near the nanotube, and the 
nanotubes polymer interface can be modeled as an effective continuum fiber by using an equivalent-continuum modeling method. The effective fiber 
serves as a means for incorporating micromechanical analyses for the prediction of bulk mechanical properties of SWNT/polymer composites with 
various nanotube lengths, concentrations and orientations. This experiment results the importance of composites in aviation industry and also explains 
in details about carbon nanotubes composites that can be used in aircraft structures. Considerable growth has been seen in the use of biocomposites in the 
automotive and decking markets over the past decades. The dispersion of nanotubes in composites has been investigated as a means of deriving new and 
advanced engineering materials, these composite materials have been formed into fibers and thin films and their mechanical and electrical properties 
determined. The remarkable properties of carbon nanotubes offer the potential for fabricating conducting polymers without impairing the other desirable 
polymer properties. Aircraft wing is made up of SWNT-biocomposites, which is allowed to test in a wind tunnel. These results in the determination of 
drag force and pressure distribution. The strength of the wing can be increased by using this biocomposites materials in recent works at laboratories, 
SWNTs have been dispersed in polymer and pitch solutions using high energy ultrasonic probes. 
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Abstract- Resource levelling minimizes resource fluctuations by postpone the earliest start time (EST) of non-critical activities with corresponding 
floats. Float consumption for resource leveling may reduces the project completion probability. This paper presents a method to minimize the resource
fluctuations with minimum impact of float consumption. A case study is presented to verify the validity and usability of the method.

I. Introduction

The  purpose  of  the  resource  leveling  in  a  construction  project  is  to  reduce  the  project  completion  time (PCT)  and  the  project 
completion  cost (PPC)  by  reducing  the  hire,  release  and  re-hire  of  resources (i.e., labor,  equipment). Existing  resource leveling 
studies  have  adopted  a  method  of  minimizing  resource  fluctuations  by  synchronizing the  resource  accumulation  graph  with  the 
resource  requirements  (Essa,  1989;  Senouci  &  Eldin  2004)  and  by  making  it  closer  to  the  bell-shape  (Mattila  and  Abraham  1998;
Yeniocak 2013).

Previous studies have achieved resource leveling by delaying the start time of activity within the float range (Keane and Caletka 2015). 
This resource leveling method does not affect the project completion time because it uses the float that exists in non-critical activities. 
However, the consumption of float due to the start time delay of activity increases the criticality index of the non-critical activities. 
The increase in the criticality index reduces the probability of project success due to the uncertainties of the construction project and 
unexpected risks. Therefore, scheduling for a successful project should ensure flexibility and sustainability of the employment status to 
cope with uncertainty.

In this study, we propose a resource leveling method that identifies the activities with little effect on the probability of project success, 
uses them for resource leveling, and identifes the start time combination of each activity considering the ratio of critical activities.

   

 
Figure 1. Resource accumulation graph 
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II. Methodology 

The methodology minimizes the impact of float consumption and explores the activity start time combination to identify the optimal 
resource leveling plan. This system consists of the following four modules. (1) invoke schedule information in conjunction with the 
MS project, (2) implement a fitness function to achieve resource leveling considering the criticality index ratio, (3) to find the optimal 
activity start time combination, and (4) implemented as software integrated into MATLAB (ver. 2015b) 
The detailed calculation steps are described as follows: 

Step 1. Call up schedule data (activity ID, predecessor list, successor list, number of resources per day, activity duration, 
cost) from MS project. 
Step 2. perform CPM operation.  
Step 3. Store early start time, early finish time, late start time, and late finish time for each activity in the matrix. 
Step 4. Calculate the project completion time (PCT). 
Step 5. Identify non-critical activities. 
Step 6. Define GA parameters [population size, crossing rate, mutation rate]. 
Step 7. Set GA end rule. 
Step 8. Define the objective function [Release and Re-Hire index (RRH), weight (w1, w2)]. 
Step 9. Storage the critical activity. 
Step 10. Sets the limit of the criticality index (CI). 
Step 11. Identify critical activities. 
Step 12. Replace the fitness function with the modified function. 
Step 13. Define the limits of the main activity ratios. 
Step 14. Create an initial population. 
Step 15. Perform selection / intersection / mutation operations and compute chromosomal fitness values. 
Step 16. Presents the calculation result. 

Figure 2. Chromosome & Example 

Resource leveling is achieved by adjusting the start time of non-critical activities. The start time of the critical activities, maintains the 
original start time determined by the CPM operation. The chromosomes input for the GA operation are a set of days deliberately 
delayed from the originally scheduled earliest start time (es) of non-critical activities. Fig. 2 illustrates a network that is varied by gene 
expression and input gene values. The gene phenotype (e.g. [0, 0, 0]) in Fig.1 (A) means that the earliest start time of the non-critical 
activities (e.g. a, b, c) is equal to the originally scheduled time. On the other hand, the gene phenotype (e.g. [1, 1, 2]) in Fig.1 (B) 
shows that the earliest start time of non-critical activities (e.g. a, b, c) indicates deliberately delayed by 1, 1, and 2 days.  

As the initial population is initialized with the near optimal solution, the GA search time is shortened and the reliability is improved. 
The genes of the early-age group are the set of shifted dates (sd), and these shifted dates are chosen considering the criticality index 
(CI), which is the probability of becoming the main process. Critical activities can change, because activity duration is volatile. 
Therefore, if a stochastic CPM calculation is performed to identify the main activity for each simulation run, a CI (e.g. a value 
between 0 and 100) is calculated. CI close to 100 is likely to be the main activity, and consuming float for these activities will reduce 
the project completion probability.  Conversely, if the CI is close to 0, the probability of becoming a non-critical activity increases, 
and consuming the float of these activities has a relatively small impact on the project completion probability. Therefore, in order to 
reduce the effect of float consumption when performing resource leveling, the start time of activities with a high CI move to low 
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probability, while the start time of activities with a low CI move to high probability. For example, if the float and CI of the activities 
are shown in Table 1, the activities with 0 (e.g. A, C, F, J, P and S) float are on the critical path, while the non-critical activities with 
some float (e.g. B, D, E, G, H, I, K, L, M, N, O, Q, R and T) are not on the critical path. Only the start time shifts of these non-
critical activities are considered for resource leveling. The CI of D, G, H, and R of the non-critical activities are less than 10%, and 
they have less impact on the project completion probability than the other non-critical activities (e.g. B, E, K, L, M, N, O, Q, T). 
Thus, this methodology creates a population by preferentially adjusting the start times of D, G, H, and R activities. 

Table 1. Criticality index and float 

 

III.   Case Study 

Using the network of Hegazy et al. (1999) (Fig. 3), verified the performance and effectiveness of this methodology. The project 

completion time (PCT) of this network is 32 days, and the critical path is A → C → F → J → P → S. The critical activities are B, D, 
E, G, H, I, K, L, M, N, O, Q, R and T and their float are [6, 7, 7, 3, 4, 3, 4, 4, 4, 6, 4]. Their start time is used to achieve resource 
leveling by moving within the allowable time range. 

The system searched for the combination of the start time shift of non-critical activities as [6,7,3,0,2,2,3,0,3,0,0,2,0,0]. Cumulative 
resource graphs before resource leveling are shown by solid lines in Fig. 4, and it can be seen that hire, release, and re-hire are 
frequent occurrences. The cumulative resource graph of the resource leveling result of the methodology is shown in the dotted line in 
Fig. 4. This confirmed that optimum resource leveling options with a criticality index of 60% in the bell-shape can be determined.  

 

 

Figure 3. Case project network information 
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Figure 4. Resource profiles obtained before/after leveling 

Table 2. Criticality index and float 

 

IV.   Conclusion 

This study presents the implemented a methodology that considers the ratio of critical activity index, and verified the effectiveness by 
case study. This methodology identifies activities that have little impact on project success probability and regard as a priority of 
resource leveling, and regard as a priority of resource leveling, and confirmed practicality through resource leveling case study.  

This work was supported by the National Research Foundation of Korea(NRF) grant funded by the Korea government(MSIP) (NRF-
2016R1D1A1B03933080). 
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Abstract: This paper aims to quantify distortions due to “data updating problem” in trade statistics that might cause biases in econometric 
analyses and policy evaluation. Using the UN Comtrade database over the period of 2005-2015, three main results are clarified. Firstly, the 
paper finds differences between old and updated data regarding the number of transactions as well as trade values. Secondly, the degree of 
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1.  Introduction 

Quality and availability of trade data have been crucial for economists and policy makers, especially in econometric analyses 
policy evaluation. A variety of trade statistics are published and can be freely downloaded in order to conduct empirical studies. 
However, previous studies basically use the “snapshot” of trade statistics in their researches. In this research, trade data obtained 
from the United Nations (herein UN) Comrade are employed to check the biases caused by the problem of data updating. The 
data updating problem refers to the issue such that the values of the first released data differ drastically from those of updated data. 
In order to fill the gap, this paper intends to quantify the distortions in trade statistics by comparing old and updated data in UN 
Comtrade. The aims of this study is to quantify distortions in official trade data published by international organizations. The rest 
of this paper is organized as follows. The section 2 introduces the methodology for a data manipulation  

2.  Methodology 

This section explains the methodology for constructing databases that can identify the biases in trade statistics due to the updating 
problem. 

2-1 Explanation of HS System 

The trade data are reported from member countries to the UN according to the rule of International Merchandise Trade 
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Statistics: Concepts and Definitions (hereinafter IMTSCD). However, the statistical reports submitted by some countries should 
be modified because reporting system of these countries tends to differ from that of IMTSCD. To publish trade statistics of 
member countries, the UN basically revises the reported data in accordance with their rule. 

Trade values are reported in two manners, which are Free On Board (FOB) for export values as well as Cost, Insurance and 
Freight (CIF) for import values. The former only includes the value of transactions while the latter additionally contains the cost 
of insurance and transportations. 

Trade data are published based on Harmonised Commodity Description and Coding System (HS), Standard International Trade 
Classification (SITC) and Broad Economic Categories (BEC) classifications. Since the HS has more than 5,000 product IDs, this 
paper employ the HS classification for checking distortions. The HS system was developed by World Custom Organization 
(herein WCO). The classification has been updated every five years so far. It is organized by 4 levels, which are Section, Chapter, 
Heading and Subheading. The 6-digit level HS system is internationally common while each country has own schedule beyond 6-
digit.  

2-2 Data Coverage 

a) Country 

In this paper, 10 reporter countries and all partner are included. Since the period of data collection is from April 2017 to 
October 2017, this study only has a relatively small number of transactions. 

b) Product 

The research is based on HS 6-digit level and all products are covered. 

c) Period 

As we only obtained the data for 10 countries, target periods are 2005-2015. 

d) Classification 

As it is mentioned that the HS classification has been revising its codes every five years, this paper covers the following versions: 
HS1996, 6-digits HS2002, 6-digits HS2007, 6-digits, HS2012, 6-digits and HS2017, 6-digits. 

2-3 Calculation Method 

In order to investigate the distortions in trade reports due to the data updating problem, the paper calculates three types of 
variables (see table 1). Firstly, it defines the transaction 3 as the REVEALED transaction since trade value exists only in the 
updated data. Secondly, the paper uses the transaction 2 as the data for the HIDDEN transaction because it only appears in the 
old data. Finally, the transaction 4 is included in the REVISED transaction as both old and updated data have it while trade 
values differ between them. 

Table 1: Definitions of each variable 

 

Note: These are defined by authors. 

Transactions Flow Reporter Partner Period HS code Trade value (Old data) Trade value (Updated data data)

1 Export Japan UK 2014 871310 107,469 107,469

2 Export Japan UK 2014 871320 5,523 N/A

3 Import Japan UK 2014 831790 N/A 112,563

4 Import Japan UK 2014 871310 112,325 201,252
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3.  Stylized Facts: Distortions in Trade Statistics 

This section summarises the characteristics of our results using UN Comtrade database. Main findings are threefold. Firstly, the 
paper finds the gap between first released data and updated data regarding the number of transactions. Secondly, the degree of 
the difference significantly differs among countries, even within developed economies. Thirdly, REVISED transactions may be 
the main source of biases in econometric analyses. Finally, the value of total trade seems not to change substantially after the 
updates. 

4. Econometric Analysis 

In order to achieve the purpose, this paper uses two types of dependent variables in the empirical analysis. The one is the value of 
exports and imports in old data and the other is those in updated data. The paper employs these variables to conduct our 
empirical analysis.  

There are two steps in this section. Firstly, the paper estimates the gravity equation of international trade by Ordinary Least 
Square (OLS) with robust standard errors. Secondly, this study checks the similarity of coefficients from different OLS 
regressions, which are regression for old data and that for new data, using the Chi-squared test.  

In the first stage of the empirical section, the baseline specification is: 

𝑙𝑛𝑇𝑟𝑎𝑑𝑒𝑖𝑗𝑘𝑙𝑡 = 𝛽1𝑙𝑛𝐺𝐷𝑃𝑗𝑡 + 𝛽2𝑙𝑛𝐷𝐼𝑆𝑇𝐴𝑁𝐶𝐸𝑖𝑗 + 𝛽3𝐶𝑜𝑛𝑡𝑖𝑔𝑢𝑖𝑡𝑦𝑖𝑗+𝛽4𝐿𝐴𝑁𝐺𝑈𝐴𝐺𝐸𝑖𝑗 + 𝛽5𝐶𝑂𝐿𝑂𝑁𝑌𝑖𝑗

+ 𝛽6𝐶𝑂𝑀𝐶𝑜𝑙𝑜𝑛𝑦𝑖𝑗

+ 𝜀𝑖𝑗𝑡                                                                                                                                    (1) 
 
where i, j, k, l and t denote reporter, partner, trade flow, product and year respectively. In addition, Trade and DISTANCE are 
defined as value of trade as well as physical distance between two countries. Contiguity is a dummy variable for country-pairs that 
have a common border. LANGUAGE is equal to 1 if a country-pair shares the same language and 0 otherwise. Colony and 
COMColony are dummy variable for county-pairs which had a colonial relationship between them and that for country-pairs which 

have a common coloniser. Finally, ε is the error term.  

As we explained above, one of our aims is to test the difference between old and new trade data. In order to examine the 
similarity (or difference) of coefficients from them, the paper uses suest command and Chi-squared test in STATA. This study 
checks the similarity using REVISED transactions for each exporter in order to quantify the bias caused by data updating issues. 
The results are summarised in table C for exports and D for imports.  

Main findings are twofold. Firstly, it is clarified that there might be the difference in the coefficients between the results from old 
data and those from new data. Secondly, the degree of the variance depends on trade flow (export and import), reporter, and 
independent variables. 

5 Concluding Remarks 

This paper finds that the data updating problem exists, even for OECD countries. Also, the issue can cause the biases in the 
quantitative analysis. 

As a policy implication, it should be noted that replication of the results of previous studies needs exactly the same data. Thus, it 
might be required that UN Comtrade and other statistic centres keep old data in their website. Furthermore, an international 
harmonisation of data collection and revision methods in the world need to be considered for the TRUE policy evaluation. 

Further studies can target other economic variables such as FDI, income, employments, etc. In addition, the ranking of the 
quality of statistics of each country may be important for future research. 
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Appendix 

Table A: Target countries and date of updates 

 

Source: UN, Comtrade. 

Table B: The change in the value of total trade 

 

Country Year Publication Note First Publication Date Last Publication Date

Brazil 2007 Full revision 2008.03.03 2017.05.23

2008 Full revision 2009.04.20 2017.05.23

2009 Full revision 2010.01.15 2017.05.23

2010 Full revision 2011.02.02 2017.05.16

2011 Full revision 2012.02.01 2017.05.23

2012 Full revision 2013.02.07 2017.05.23

2013 Full revision 2014.01.17 2017.05.24

2014 Full revision 2015.01.21 2017.05.24

2015 Full revision 2016.02.24 2017.05.25

Canada 2014 Full revision 2015.02.12 2017.04.26

2015 Full revision 2016.02.23 2017.06.27

China 2014 Full revision 2015.05.07 2017.06.28

2015 Full revision 2016.05.25 2017.06.29

Estonia 2015 Full revision 2016.02.13 2017.09.06

Finland 2005 Full revision 2006.05.24 2017.03.02

Malta 2015 Full revision 2016.06.28 2017.05.15

Mexico 2015 Full revision 2016.03.01 2017.10.06

Netherlands 2015 Full revision 2016.05.20 2017.09.13

Rep. of Korea 2015 Full revision 2016.09.23 2017.05.08

Sweden 2015 Full revision 2016.03.17 2017.05.09

The value of trade (billion US dollar) Total changes in the value of trade (billion US dollar)

Country Year Export Import Total trade Export (%) Import (%) Total trade(%)

Brazil 2007 161 121 281 -0.006 0.00% 0.002 0.00% -0.004 0.00%

2008 153 135 288 4.766 3.12% -0.201 -0.15% 4.565 1.58%

2009 153 128 281 0.001 0.00% 0.008 0.01% 0.008 0.00%

2010 202 182 384 4.542 2.25% 1.224 0.67% 5.766 1.50%

2011 256 226 482 -0.068 -0.03% 0.020 0.01% -0.048 -0.01%

2012 243 223 466 -0.019 -0.01% 0.408 0.18% 0.388 0.08%

2013 242 240 482 4.145 1.71% 0.860 0.36% 5.005 1.04%

2014 225 229 454 0.067 0.03% 0.005 0.00% 0.072 0.02%

2015 191 171 363 2.450 1.28% 0.684 0.40% 3.134 0.86%

Canada 2014 475 463 938 1.602 0.34% 0.087 0.02% 1.689 0.18%

2015 409 420 828 0.081 0.02% 0.601 0.14% 0.682 0.08%

China 2014 2,342 1,959 4,302 -0.016 0.00% 1.142 0.06% 1.126 0.03%

2015 2,273 1,680 3,953 -8.415 -0.37% -2.194 -0.13% -10.608 -0.27%

Estonia 2015 14 16 30 0.006 0.04% -0.005 -0.03% 0.001 0.00%

Finland 2005 65 58 124 0.013 0.02% 0.002 0.00% 0.015 0.01%

Malta 2015 4 7 11 1.335 34.09% 0.995 14.66% 2.330 21.77%

Mexico 2015 381 395 776 -0.095 -0.02% -0.029 -0.01% -0.124 -0.02%

Netherlands 2015 474 425 899 0.027 0.01% 0.005 0.00% 0.033 0.00%

Rep. of Korea 2015 527 436 963 -0.079 -0.02% -0.024 -0.01% -0.103 -0.01%

Sweden 2015 140 138 278 -0.138 -0.10% 0.267 0.19% 0.129 0.05%
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Source: UN Comtrade. 

Note: Total change in the value of trade is defined as the following: The sum of the value of REVEALED trade - The sum of the 
value of HIDDEN trade + the sum of the value of REVISED trade. 

Table C: The similarity of coefficients for exports 

 

Note: ***, ** and * denote that the equality of coefficients can be rejected by Chi-squared test at 1%, 5% and 10% level of 
significance respectively. 

 
Table D: The similarity of coefficients for imports 

 

Note: ***, ** and * denote that the equality of coefficients can be rejected by Chi-squared test at 1%, 5% and 10% level of 
significance respectively. 

Export

Variable

Country Year GDP Distance Contiguity Common language Colony Common colony

Brazil 2007

2008

2009 ***

2010 *** ***

2011 *** *** *** *** ***

2012 ***

2013 ***

2014

2015 ***

Canada 2014 *** *** **

2015 *

China 2014 *** ***

2015 *** *** ** ***

Estonia 2015

Finland 2005

Malta 2015 ** ***

Mexico 2015 **

Netherlands 2015 ** *

Rep. of Korea 2015 **

Sweden 2015 *** *** ** **

Import

Variable

Country Year GDP Distance Contiguity Common language Colony Common colony

Brazil 2007 *** ** *** ***

2008 *** ***

2009 ** ** *** ***

2010 *** *** *** *** ***

2011 *** * * *

2012 **

2013 ***

2014

2015

Canada 2014

2015

China 2014 *** ***

2015 *

Estonia 2015 ***

Finland 2005

Malta 2015 *** *** *** *** ***

Mexico 2015

Netherlands 2015 *** ***

Rep. of Korea 2015

Sweden 2015 ** **
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Abstract: There is a general professional consensus that vulnerability and risk assessments are crucial tasks in any serious attempt to substantially 
reduce disaster losses and enhance the reconciliation or recovery in the post event phase. However, cultural heritage is often considered as an overarching 
element that should be assessed, rather than a permanent key component of the assessments. Research in disaster management noticeably illustrates how 
cultural heritage is increasingly at risk from disasters caused by natural and human-made hazards, as well as the effects of climate change. Still, 
disaster risk reduction interventions tend to overlook the importance of incorporating cultural heritage, as an independent and highly valuable 
component in order to increase the risk reduction. Furthermore, there is a lack of methodological expansion in order to merge disaster assessment and 
cultural heritage. These limitations serve as motivation for the introduction of the ACTOR framework (Assessing Cultural Threats, Obstacles and 
Resilience) ACTOR aims at merging cultural heritage assessments with risk reduction and disaster recovery, and provide disaster management students 
with a learning framework that considers how different impacts of cultural heritage affect disaster risk reduction, and how disasters and risk influence 
cultural heritage. The ambition of ACTOR is to outline a conceptual framework for cultural heritage in relation to disaster risk reduction interventions, 
and to introduce a methodological contribution to the field of disaster management education and training that places cultural heritage at the center of 
disaster risk reduction. 
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Abstract: Disaster education is widely acknowledged and practiced in Japan, a disaster-prone country. However, many high schools do not offer 
disaster education in formal coursework, except for Maiko High School in Hyogo Prefecture and Tagajo High School in Miyagi Prefecture. This study 

examines a case from Tagajo High School, which began to offer the “Disaster Science Course” in 2016, five years after the 2011 Tohoku earthquake 
and tsunami. Although Tagajo High School made a lot of efforts to implement the course, this paper discusses the approach and challenges the school 
encountered, which are relevant to anyone involved in high school education, as well as general disaster education in Japan. 
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Abstract-  The great earthquakes have occurred in various places of Japan after an interval of several years. After the disaster occurred, it seems that 
some shelters have oversupplied relief commodities, others have lacked them. Since some survivors cannot stay at shelters for some private reasons, they 
must stay at their home even if the lifeline stops. This paper proposes a methodology to redistribute the oversupply at shelters and relief supply at local 
distribution center to the shelters and other locations such as elderly care homes lacked relief commodities around one week from the disaster occurrence 
as the planning horizon. From the computational results, regardless of the balance between total volume of relief oversupplied and total volume of relief 
lacked, our approach can find the locations with or without relief supply. 

I.   Introduction 

The great earthquakes have occurred in various places of Japan after an interval of several years, and the mudslide disasters also have 
occurred about every rainy season for the past several years. The Japan government and municipality tackle kinds of countermeasures 
against disasters, in order to implement the disaster reduction. Some issues about relief supply after the disaster occurrence 
immediately were sometimes reported in the mass media. Especially related to emergency logistics, although relief arrives at local 
distribution centers, the survivors at the evacuation shelters cannot receive its relief timely. And after the disaster occurred around 
one week, it seems that some shelters have oversupplied relief commodities, others have lacked them. However, in the initial phase 
after the disaster occurred immediately, it is difficult to understand the scale and extent of the disaster. Then the government and 
municipality consider the strategic planning such as facility location and stock pre-position etc. and the pre-disaster operation before 
the disaster occurrence. In this phase, it is seemed that enough volume of relief must be sent to the disaster area regardless of 
commodities what survivors need at that time. Additionally, since some survivors cannot stay at shelters for some private reasons, they 
must stay at their home even if the lifeline (electricity, gas or water supply) stops. Those survivors cannot receive relief supply or they 
have low priority for relief supply in most cases, because they do not stay at the shelters. Then we investigate the survivors at locations 
except evacuation shelters, such as their own homes, special support schools and more. From our investigation, we also consider the 
problem for the target locations including the elderly care homes that will increase from now on. 

Therefore, this study consider to redistribute the oversupply at shelters and relief supply at local distribution center to the shelters and 
other locations lacked relief commodities for the time being able to understand oversupply or shortage of relief supply around one 
week from the disaster occurrence as the planning horizon. We propose the approach for the vehicle routing problem and the 
redistribution problem for relief supply, in order to find feasible solution effectively. 

II.   Literature Review 

Various natural disasters occur all over the world, academic researches address those challenges for emergency logistics. Sheu [1] 
define the process of planning, managing and controlling the flows of resources among locations to meet the urgent needs of the 
affected people under emergency condition as the emergency logistics. And Caunhye et al. [2] reviews the papers published at journal 
papers and conference proceedings about emergency logistics that searched by keywords such as disaster, emergency, humanitarian 
logistics and optimization. The literature can be classified into two main categories: (a) Facility location and (b) Relief distribution and 
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casualty transportation. Most facility location optimization models in emergency logistics combine the process of location with stock 
pre-positioning or relief distribution. Their surveyed models about facility location are found to be single-period, since they are used 
for pre-disaster planning. Relief distribution models are used for post-disaster planning and are mostly multi-period, due to the large 
amount of uncertainty involved in post-disaster environments. From Caunhye et al. [2] observation, in most cases of resource 
allocation and commodity flow models, the objective function includes the transportation cost and sum of unsatisfied demand, the 
decision making includes the vehicle routing and unmet demands. Sheu [3] considers the emergency logistics distribution approach for 
quick response to urgent relief in affected area during a three-day crucial rescue period. His proposed approach involves mechanisms 
including group-based relief distribution and relief supply. Opit and Nakade [4] consider a single distribution center, multiple disaster 
areas, multi-items and multi-periods. They consider the distribution problem to maximize the expected value of total relief supplies 
delivered to each area as objective function. Yi and Kumar [5] proposed the meta-heuristics of ant colony optimization for disaster 
relief activities in order to consider the route construction in real time situation. They consider the objective aims at minimizing the 
weighted sum of unsatisfied demand and unserved wounded people waiting at demand nodes. 

Although most studies consider relief supply and resource allocation for the evacuation shelters, however they do not consider those 
issues for survivors at locations except shelters. Therefore, we consider the relief redistribution problem for survivors at shelters and 
other locations such as elderly care homes. 

III.   Problem Description 

The redistribution problem of relief supply (RPRS) is defined on a graph G = (N, A) with N is a node set representing the vehicle 
depot, distribution centers, evacuation shelters and elderly care homes, and A is the arc set. Fig.1 shows the locations and routes for 
relief transportation in the target area as an example. In this example, two vehicles are assigned to 16 locations as vehicle depot “0” 
and other locations 1 to 15. If total oversupply at locations does not exceed total shortage at locations, it is assumed that there are 
some locations where are not serviced. Indeed, the vehicle depot is not always but often the same locations as distribution center. 
Therefore, it is assumed that the vehicle depot is given as the different location of distribution center. Both locations are same or not, 
can be controlled by the way to give location data. 
From this example, one vehicle leaves from a vehicle depot “0”, and then it visits the distribution center “1”, elderly care homes “13” 
and “14”, evacuation shelters with shortages “5” and “6” in turn, and then it goes back to the vehicle depot. Another vehicle leaves 
from a vehicle depot “0”, and then it visits the evacuation shelter with oversupply “4”, elderly care homes “10”, “9” and “7”, evacuation 
shelters with oversupply “3”, elderly care home “12”, evacuation shelter with oversupply “2”, elderly care home “15” in turn, and then 
it goes back to the vehicle depot. It is considered that the working time limit for each vehicle and handling operation at each location 
are set. Additionally, under such a situation as total shortage of relief supplies is more than total oversupply, it can be interpreted 
locations 8 and 11 where the dotted line shown in Fig.1 is connected to, are no serviced to relief transportation. 
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Figure 1. Concept of this problem. 

IV.   Problem Formulations 

Its minimizes weighted total travel distances for relief transportation, and weighted total travel distances from oversupply points to 
shortage points for relief transportation, and weighted shuttle service distance without relief transportation as the objective function 
value. It is assumed that there is a homogeneous fleet of vehicles and each point is serviced by each one vehicle. Each vehicle has the 
maximum capacity to be loaded and the working time limit without considering the overtime work. 

This problem RPRS will be formulated as follows: 

[RPRS] Minimize  
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where })0{(  HSC NNNN  represents the set of locations that consistes of distribution centers, evacuation shelters, eldely care 

homes and a vehicle depot; V is set of vehicles; NC is set of distribution centers where the relief are stored at the time of pre-disaster 
and post-disaster; NS is set of evacuation shelters with over-supplied or shortage; NH is set of elderly care homes with shortage only; Cij 
is the distances between location i and j (Note that iiC ); Tij is traveling time between locations i and j; Hi is handling time spent by 

vanning or devenning relief supplies at location i; TLk is working time limit for vehicle k; Si is volume of oversupply relief at location i 
(this means that available volume supplied from location i to other locations); Di is volume of lack-relief at location i (this means that 
available volume demanded from other locations to location i); CAPk is maximum capacity which the relief can be loaded on vehicle k; 

  and   are the weights for travel distance with or without relief transportation, respectively; xijk is 1 if vehicle k moves between 

locations i and j, 0 otherwise (0-1 decision variables); yik is 1 if vehicle k visits to location i, 0 otherwise (0-1 decision variables); zi is 1 
if relief is not transported at location i by any vehicle, 0 otherwise (0-1 decision variables); uik is order of visiting to location i by 
vehicle k; wik is relief volume loaded on vehicle k at location i; ai and bi are arrival time and leaving time by any vehicle at location i, 
respectively. 

The objective function (1) minimizes weighted total travel distances from oversupply locations to shortage locations for relief 
transportation, and weighted shuttle service distance without relief transportation. Constraint sets (2) and (3) show the relationship 
between variables xijk and yik, xijk and yjk. Constraint set (4) ensure that a vehicle must visit each location except the vehicle depot 
exactly once. Constraint set (5) guarantee that the number of times arriving is same as the number of times leaving by a vehicle at each 
location. Constraint set (6) shows that variable zi is defined by variables x0ik and xi0k. zi is set to 1 if  both variables x0ik and xi0k equal to 1, 
0 otherwise. Constraint sets (7) and (8) mean that a sub-tour visited only points except the vehicle depot “0” is forbidden. Constraint 
set (9) guarantee that variable uik is greater than and equal to 0 if yik equals to 1, and uik equals to 0 otherwise. Constraint sets (10) to 
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(12) define the volume of relief loaded on each vehicle which visits just before location j except the vehicle depot “0”. Constraint set 
(13) guarantees that each vehicle must service as its maximum capacity not exceeded. Constraint set (14) defines the time when any 
vehicle leaves from the vehicle depot “0” is 0. Constraint sets (15) to (17) define that the time aj when vehicle k arrives to location j by 
the arrival time ai at location i where its vehicle visited just before location j and variable xijk. Constraint set (18) defines the time when 
each vehicle arrives at each location. Constraint set (19) guarrantees that each vehicle must service its assigned workload within its 
working time limit. 

V.   Solution Procedure 

It will be proposed the heuristic algorithm used Genetic Algorithm (GA), in order to find feasible solution effectively. In this section, 
it is explained that the chromosome representation and its interpretation. Table I shows the attribute information of each location in 
the example of Fig.1. Location 1 is a distribution center “D”, locations 2 to 7 are evacuation shelters, locations 8 to 15 are elderly care 
homes. Relief can be supplied from a distribution center to other locations, is classified in oversupply category in table I. An 
evacuation shelter with oversupply or shortage is included, and an elderly care home with shortage only is included as the target 
location of this problem. Although oversupply or shortage volume of each location depends on its location capacity or its serious 
damage size, it is seems that the relief for fifty persons with minimum unit size “1” can be supplied in an elderly care home. Volume of 
relief supplied to other locations is given and multiplied several times as the above unit size. 

Table II shows the chromosome representation of the example shown in Fig.1 and the balance with oversupply and shortage (Si - Di) at 
location i. The visiting order and location number from the left side are shown in table II. Table III shows the vehicle number assigned 
as not exceed the vehicle capacity “10”, and order of visiting to each location. In this example, vehicle-1 visits 0, 4, 10, 9, 7, 3, 12, 2, 
15 in turn and then goes back to 0, and vehicle-2 visits 0, 1, 13, 14, 5, 6 in turn and then goes back to 0. Locations 8 and 11 are not 
serviced to relief supply. Note that travel distances with shuttle service from a vehicle depot are included. The more locations without 
relief transportation are, the larger the objective function value becomes. 

Table I Attribute Information for Each Location 

Location ( i ) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
Facility type D Evacuation shelters Elderly care homes 

Volume of oversupply 
( Si ) 

10 5 5 5 0 0 0 0 0 0 0 0 0 0 0 
Volume of shortage 

( Di ) 
0 0 0 0 3 3 3 1 1 1 1 1 1 1 1 

Table II Chromosome Representation 

Order of visiting 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

Location No. 4 1 10 9 7 13 14 5 6 8 11 3 12 2 15 

Balance between  
oversupply and 

shortage 
 ( Si - Di ) 

5 10 -1 -1 -3 -1 -1 -3 -3 -3 -1 5 -1 5 -1 

Table III Way to Find Feasible Solution as Vehicle Dispatch and Routes 

 k: Vehicle number 

Location No. 4 1 10 9 7 13 14 5 6 8 11 3 12 2 15 

k = 1 
Num. of relief  loaded on 
vehicle 

5 15x 4 3 0 -1x -1x -3x -3x -3x -1 5 4 9 8 
Location where a vehicle 
visits under satisfying its 
capacity 

4 - 10 9 7 - - - - - - 3 12 2 15 

k = 2 
Num. of relief  loaded on 
vehicle 

 10    9 8 5 2 -
1x 

-
1x 

    
Location where a vehicle 
visits under satisfying its 
capacity 

- 1 - - - 13 14 5 6 - - - - - - 

k = 3 
No 
use 

Num. of relief  loaded on 
vehicle 

         -3      
Location where a vehicle 
visits under satisfying its 
capacity 

No distribute to relevant location  8      

k = 4 
No 
use 

Num. of relief  loaded on 
vehicle 

          -1     
Location where a vehicle 
visits under satisfying its 
capacity 

No distribute to relevant location  11     

Vehicle-1 : 0 – 4 – 10 – 9 – 7 – 3 – 12 – 2 – 15 – 0, Vehicle-2 : 0 – 1 – 13 – 14 – 5 – 6 – 0  
Locations 8 and 11 are not serviced to relief supply. Note that travel distances with shuttle service from a 
vehicle depot are included. The more locations without relief transportation are, the larger the objective 
function becomes.   
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VI.   Computational Experiments 

There is our campus “Graduate School of Maritime Sciences, Kobe University” in Higashinada area of Kobe city, Japan. Indeed, there 
are one vehicle depot, one distribution center, 35 evacuation shelters and 36 elder care homes in this area. Then in order to conduct 
computational experiments, it is assumed that 25 evacuation shelters and 24 elder care homes are randomly selected among the above 
Kobe data, and the relief commodity has to be redistributed to those locations at that time. 

Table IV shows the computational results as total travel distances (objective function), total travel distances with relief transportation, 
dummy distances for shuttle service without relief transportation, and number of locations without relief supply. 

Case studies #1 to #10 show the results in the case that total volume of relief oversupplied is less than total volume of relief lacked. 
Case studies #11 to #20 show the results in the case that total volume of relief oversupplied is greater than total volume of relief 
lacked. Case studies #21 to #30 show the results in the case that total volume of relief oversupplied is greater than total volume of 
relief lacked. And the weights of dummy distances in cases #21 to #30 are heavier than those of dummy distances in cases #11 to 
#20. As shown in #1 to #10, if total volume of relief oversupplied is less than total volume of relief lacked, some locations are not 
serviced to relief supply and this approach can find the locations with no relief supply. However, as shown in #11 to #20, even if total 
volume of relief oversupplied is greater than total volume of relief lacked, and if the weight of travel distances with relief 
transportation is same as that of dummy distances for shuttle service without relief transportation, this approach find some locations 
where no relief is supplied. Therefore, the weight of dummy distances without relief supply transportation is set to large value. Then 
if total volume of relief oversupplied is greater than total volume of relief lacked, all locations are serviced to relief supply, shown in 
case #21 to #30. In our future works, we investigate more information of a real situation, and it needs to find the type of service 
priority and to consider how to give it to the locations. 

Table IV Computational Results 

Case 
study 

Location 
data # 

Balance between 
total volume of 

relief oversupplied 
and lacked 

Weights of  

α  and β  

Total 
travel 

distances 
(km) 

Total travel 
distance with 

relief 
transportation 

(km) 

Dummy distance for 
shuttle service 
without relief 

transportation (km) 

Number of 
locations 
without 

 relief supply 

1 1 

Total volume of 
relief oversupplied  

< 
Total volume of 

relief lacked 

α= 1, β  = 1 

81.86 61.26 20.60 4 

2 2 89.47 71.87 17.60 5 

3 3 79.11 64.11 15.00 4 

4 4 91.92 74.52 17.40 5 

5 5 93.46 74.66 18.80 5 

6 6 84.94 61.54 23.40 5 

7 7 81.83 65.64 16.20 5 

8 8 98.09 77.29 20.80 4 

9 9 81.36 63.16 18.20 4 

10 10 84.69 65.29 19.40 4 

11 1 

Total volume of 
relief oversupplied  

> 
 Total volume of 

relief lacked 

α= 1, β  = 1 

84.80 84.80 0.00 0 

12 2 85.92 85.82 0.00 0 

13 3 81.21 81.21 0.00 0 

14 4 89.76 89.76 0.00 0 

15 5 84.31 80.51 3.80 1 

16 6 86.22 86.22 0.00 0 

17 7 80.97 80.97 0.00 0 

18 8 77.58 77.58 0.00 0 

19 9 88.22 88.22 0.00 0 

20 10 82.78 76.78 6.00 2 

21 1 

Total volume of 
relief oversupplied  

> 
 Total volume of 

relief lacked 

α= 1, β  = 10 

84.80 84.80 0.00 0 

22 2 80.90 80.90 0.00 0 

23 3 84.38 84.38 0.00 0 

24 4 88.20 88.20 0.00 0 

25 5 73.52 73.52 0.00 0 

26 6 83.55 83.55 0.00 0 

27 7 89.87 89.57 0.00 0 

28 8 83.86 83.86 0.00 0 

29 9 74.95 74.95 0.00 0 

30 10 80.35 80.35 0.00 0 
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VII.   CONCLUSION 

After the disaster occurred around one week, it seems that some shelters have oversupplied relief commodities, others have lacked 
them. As some survivors cannot stay at shelters for some private reason, they must stay at their home even if the lifeline stops. This 
study consider to redistribute the oversupply at shelters and relief supply at local distribution center to the shelters and other locations 
as elderly care home lacked relief commodities. From the computational results, regardless of the balance between total volume of 
relief oversupplied and total volume of relief lacked, it is clear that our approach can find the locations with or without relief supply. 
In our future works, it will need to find the types of service priority to locations and also consider the issues in real situation. 
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Abstract: Crossing a street at unsignalized location can be dangerous to pedestrians, especially the elderly. This paper evaluate the pedestrian-
vehicle collision risk on specific roads to identify that the degree of Pedestrian safety requires pedestrian intervention such as road improvement. First, 
age was a significant variable in that older people tend to be at greater risk than the non-elder people. There was an insignificant difference between 
the PSM of approaching vehicles that were traveling at speeds less than 30 km/h and those traveling at speeds in the range of 30-50 km/h. 
Interestingly, conflicts when the speed of the vehicles exceeded 50 km/h, the risk of conflict risk was higher than it was for vehicles traveling at speeds 
below 30km/h. The ratio of conflict risk for crossing gradient topography road was about 21.7 times greater than that for the non-gradient 
topography area. Regarding safety facilities, the 30 km/h speed limit sign influenced the risk situation of conflict. The ratio of conflict risk for a road 
with the safety facility was about 0.395 times lower than that for an unmarked road. 

I. Introduction 

Crossing a street at an unsignalized location can be dangerous to pedestrians, especially elderly people. The safety of pedestrian 
crossings requires interventions that include improvement of road safety facilities and assessment of the risk of collisions between 
pedestrians and vehicles. Such interventions are necessary to identify areas in which there is a risk of conflict between pedestrians and 
vehicles so that improvements can be made to avoid these conflicts. There are insufficient safety measures for non-signal areas of 
roadways, and there is a lack of research on the analysis of the risk of pedestrian-motor vehicle conflicts, especially in Korea. Models 
are needed in order to delve into the factors that influence the risk of such conflicts. Therefore, the purpose of this study was to 
identify situations that involved the risk of conflicts on roads without traffic signals and analyze the factors that affect pedestrians’ 
ability to cross such roads safely. After initially reviewing the previous research, we developed a statistical model that can be used to 
explain the relationship between the possible risk of pedestrians’ possible conflicts with vehicles and the factors that affect that 
possibility.   

A. Literature Review 

Researchers have investigated how pedestrians’ demographic characteristics influence their crossing behavior. Ref. [1] analyzed the 
effect of pedestrians’ ages on determining when to cross the road via a simulation technique in a virtual environment. Ref. [2] 
presented the pedestrian speed was influence in pedestrian behavior and analyzed pedestrians’ gap acceptance behavior in the mid-
block section without regulation. Studies have been conducted to determine the effect of a vehicle’s velocity and the effect of the 
condition of the street on the occurrence crashes between vehicles and pedestrians. Ref. [3] provided an analysis of the relationship 
between the speed of a vehicle and the severity of the pedestrian injuries and the risk of death. Ref. [4] addressed the effects of 
environmental features, such as the availability of crossing facilities, the volume of traffic, and roadway geometry, on pedestrians’ 
crossing behavior to determine the relationship between safety facilities on the road and pedestrians’ safety in crossing the road. Ref. 
[5] provided the effect of the construction of traffic facilities on pedestrians’ crossing behavior. Ref. [6] indicated that the purpose of 
constructing a pedestrian crossing was to avoid pedestrians’ conflicts with vehicles and allow pedestrians to cross the road safely. 
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2018 © Reserved by Association of Scientists, Developers and Faculties [www.ASDF.international] 



                                            CoreConferences                                    53 

 
Several studies have been conducted that used various statistical models to estimate the impact of risk factors on the severity of crashes 
between vehicles and pedestrians at intersections. Ref. [7] used the Probit model to determine the risk factors that affect the severity 
of crashes at intersections in Singapore. Ref. [8] used a Bayesian hierarchical binomial logistic model to identify the significant factors 
that affect the severity of crashes at signalized intersections in Singapore. Ref. [9] used a logit model to examine the factors that 
affected crashes at intersections in Greensboro, North Carolina. Ref. [10] used Multi-level, Mixed effect Poisson models to determine 
the correlation of locations. Ref. [11] analyzed the risk factors associated with intersection crashes using logistic regression models. 
Ref. [12] identified the important factors that affect the severity of pedestrians’ injuries in collisions with vehicles by using a mixed 
logit model. Ref. [13] applied a decision model and a motion model to simulate the interaction process between pedestrians and 
vehicles at uncontrolled, mid-block crosswalks. Although many studies have investigated the causes of and cures for crashes between 
people and vehicles at intersections, research related to determining the factors that contribute to crashes between pedestrians and 
vehicles on local streets without traffic signals is relatively rare. In this study, logistic regression and the Pedestrian Safety Margin 
index were used to model the significant factors that affect the risk of conflicts between vehicles and pedestrians at crosswalks with no 
traffic signals. Logistic regression is a reliable statistical approach for estimating the relationship between the response and explanatory 
variables in the traffic conflict field, as in [14][15]. The potential risk factors of crashes contain pedestrians’ characteristics, the speed of 
vehicles, the features of the roads, and the features of any associated facilities in an actual situation. A study of the dangerous factors 
that affect the severity of pedestrian-vehicle conflicts in South Korea will lead to a better understanding of traffic safety issues. 

II. Methods 

B. Pedestrian Safety Margin 

Pedestrian Safety Margin (PSM) has been defined in different ways in earlier papers [1] [16], and, in this research, we used the concept 
of the difference between the time at which a pedestrian crosses the street at a specific conflict point and the time at which the next 
vehicle arrived at that point [17]. PSM, which quantifies the degree of conflict between a vehicle and a pedestrian, was defined as 
shown in Fig.1. PSM is closely related to personal attributes, such as age or gender, the size of the group of pedestrians who are 
crossing the street, whether or not the pedestrians are vulnerable [18], how decisions are made about whether to cross the street or 
wait [19], and the average time delay until the next crossing opportunity. 

 

Figure 1. Concept of pedestrian safety margin 

In this research, PSM is used as a measure to determine whether or not the risk of conflict exists. Normally, when providing warning 
of danger, the distance required to stop based on the speed of the vehicle is a crucial factor. The minimum time required for the driver 
to stop is based on the distance between the car and the pedestrian, the reaction time of the driver after perceiving the possibility of a 
collision, and the distance required to stop the vehicle with maximum braking. In this case, the speed at which the vehicle is traveling, 
the driver’s perceived response time, and the friction coefficient of the roadway are important variables. In general, the driver’s 
perceived response time is calculated by combining the risk factor judgment time of 1.5 seconds and 1 second required to activate 
braking. Therefore, in this study, we also analyzed the thresholds for more dangerous situations in which the PSM was less than 2.5 
seconds. 

C. Data Collection 

Cross-sectional data were collected from different six locations at two sites, one in Suwon and one in Jeungpyeong, Republic of 
Korea. Both of the sites that were selected were local community streets that were identified as silver zones or school zones and had 
reported frequent traffic accidents. All collection points shown in Fig.2 are two-lane roads with traffic in both directions.  
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Figure 2. Survey location 

The data were comprised of demographic characteristics, vehicle information, and video-recorded street information. The data 
required for modeling were extracted from these three sources of data, and they were used to calculate PSM, the speeds of the 
vehicles, the speeds at which pedestrians crossed the roadway. Based on the research method in reference [2], demographic 
characteristics, including age and gender, were assessed visually at research location. We made sure that the pedestrians were unaware 
that we were collecting data so that their behaviors would not be affected. We defined and collected indicators to assess the risk of 
pedestrian-vehicle conflicts, as in Table I, and the feature of the data collection point is revealed in Table II. 

Table I Descriptive of the variable  

Variables Type Unit or Code 

Age Discrete 0: Non-Elders, 1: Elders 

Gender Discrete 0: Women, 1: Men 

Pedestrian platoon Discrete 0: Single, 1: more than one 

Jaywalking Discrete 0: No, 1: Yes 

Danger status Discrete 0: No, 1: Yes 

Pedestrian speed Continuous m/s 

Vehicle speed Continuous Km/h 

Pedestrian Safety Margin(PSM) Continuous Time in sec 

Table II Survey area feature 

 
Feature of data collection point Vehicle-related Number of jaywalking 

Collection 
point 

Facility Topography 
Average 

traffic per 
hour 

Vehicle 
speed(km/h) 

Elderly(%
) 

Non-
Elderly(%) 

Street 
#1 

A 
30 km/h speed limit sign 
+Unsignalized marked crosswalk 

Flat 537 28.6±10.2 
117(99.

2) 
185(91.0) 

B 
No facility Flat 

639 39.9±12.2 
171(100

) 
134(100) 

C No facility Gradient  611 40.1±20.8 66(100) 5(100) 

Street 
#2 

D Unsignalized marked crosswalk Flat 626 23.8±8.4 75(54.3) 41(33.9) 

E No facility Flat 567 30.1±9.8 34(100) 8(100) 

F Unsignalized marked crosswalk Flat 563 28.9±14.2 56(56.6) 2(28.6) 

Summary 
 

590 32.1±13.9 
519(82.9

) 
375(78.5) 

D. Logistic Regression Analysis 

Logistic regression analysis can be used to illustrate the relationship between the binary response variable and the related factors, and 
this method was used to estimate the significance of the risk factors that influence traffic accidents. In this study, the response variable 
was defined if PSM is less than 2.5 sec considered as conflict risk status(Y=1) and if PSM over than 2.5 sec as non-danger status 
(Y=0). The probability of conflict risk is based on a linear combination function, as shown by equation (1). 
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 𝑙𝑜𝑔𝑖𝑡(𝑃) = 𝑙𝑛 (
𝑃

1−𝑃
) = 𝛽0+𝛽1𝑥1 +⋯+ 𝛽𝑖𝑥𝑖  (1) 

where P is the probability of conflict risk, x is the explanatory variable, and beta is the coefficient of variables. The odds ratio (OR) 
illustrates the comparison of the risk status among different levels. The likelihood of the conflict risk status is defined as the probability 
of a conflict risk state divided by the probability of a non-danger conflict status.  

III. Results 

E. Descriptive Data 

There were 1,104 conflict risk cases that were available for analysis, 17.7% of the total number of crossings occurred; 626 (56.7%) 
were elderly people, and 478 (46.3%) were non-elderly people. Table III shows the basic statistical information that was collected. 
The elderly people crossing speed was about 12.3% smaller than the non-elderly. PSM was calculated based on the analysis of the data 
of 1,104 pedestrian-vehicle conflicts. The results showed that there was a difference between the PSM of the elderly pedestrians and 
the non-elderly people. PSM is related to the speed of the vehicle, and the effects of the factors that could contribute to the risk of a 
collision were shown by the odds ratio against the reference level.  

Table III Descriptive Statistics 

 
Number of conflict events Pedestrian Safety Margin (sec) Pedestrian crossing speed(m/s) 

Collection 
point 

Total(%) Elderly(%) 
Non-

Elderly(%) 
Elderly(%) 

Non-
Elderly(%) 

Elderly 
(Mean±StD) 

Non-Elderly 
(Mean±StD) 

Street 
#1 

A 321(29.1) 118(36.8) 203(63.2) 3.93 4.39 1.44±0.41 1.61±0.39 

B 305(27.6) 171(56.1) 134(43.9) 3.63 3.96 1.48±0.44 1.52±0.46 

C 71(27.4) 66(93.0) 5(7.0) 1.54 1.78 1.37±0.45 1.45±0.48 

Street 
#2 

D 259(23.5) 138(53.3) 121(46.7) 3.79 3.83 1.27±0.40 1.42±0.37 

E 42(3.8) 34(81.0) 8(19.0) 3.41 3.71 1.48±0.47 1.55±0.48 

F 106(9.6) 99(93.4) 7(6.6) 3.24 3.27 1.05±0.21 1.04±0.24 

Summary 
1,104(100

) 
626(56.7

) 
478(43.3

) 
3.33 4.04 1.35±0.42 1.53±0.42 

F. The Effect of Age and the Velocity of the Vehicle 

This model shows the influence of age and the speed of the vehicle speed on the risk of conflict. The speed of the vehicle is a 
continuous variable that first must be categorized for convenient interpretation of the analysis, and, in this study, it was categorized 
into three groups, i.e., less than30 km/hr, 30-50 km/hr, and more than 50 km/hr. The descriptive statistics of the model are 
illustrated in Table IV, and the model shows that two variables, i.e., age and vehicle speed, are significantly influenced in the 
pedestrian safe road crossing. The probability of unsafe crossing increase when the elderly cross the road than the non-elderly does. 
The ratio of conflict risk for elderly people crossing is about 3.1 times higher than for non-elderly people. In terms of vehicle speed, 
the vehicle with less than 30km/h speed was used as reference, the ratio of conflict risk for vehicle with over than 50km/h speed is 
about 2.9 times higher than vehicle approaching with 30km/h, the difference between of vehicle speed 30~50km/h and less than 
30km/h was found as insignificant in this model though.  

Table IV Estimated coefficients 

 B S.E t(p) p-value Exp(B) 
95% Confidence 

Interval 

Elderly 1.132 0.198 32.565*** 0.000 3.101 2.102-4.573 

Vehicle 
speed 

30 km <= Speed < 50 
km 

-0.020 0.181 0.012 0.912 0.980 0.687-1.398 

50 km <= Speed 1.078 0.295 13.387*** 0.000 2.919 1.650-5.237 

Intercept -2.519 0.188 178.639*** 0.000 0.081 
 

 Probability (Unsafe crossing) = -2.519 + 1.132(Elderly) + 1.078(Vehicle speed >= 50 km/h) (2) 

The risk associated with elderly people crossing the road is higher than that of those less than age 55 as in Ref [20], and age had a 
positive correlation with PSM. In case of a collision with a pedestrian, the speed of the vehicle is one of the most important parameters 
that affect the result of the accident, and reference [3] identified the speed of the vehicle as the most influential factor. The velocity of 
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an approaching vehicle is the important factor that affects the risk of injuries to pedestrians in a collision, so we must consider safety 
measures, such as marked crosswalks when there is no traffic signal or speed limit signs to determine whether these measures can 
cause drivers to decrease the speed of their vehicles.  

G. The Effect of Age, Road Facility, and Geometrical Features 

The model aims to determine the effect of age, road facility, and geometrical features on the risk of conflict. Road facility variables are 
categorized into three groups, i.e., 1) non-facility zone, 2) unsignalized crosswalk zone, and 3) unsignalized crosswalk zone with a 
vehicle speed limit sign. The geometry feature is categorized into two groups regarding whether gradient topography or not. The 
descriptive statistics of the model are illustrated in Table V, and the model shows that two variables, i.e., age and gradient 
topography, have a significant positive influence on the probability of conflict risk with a vehicle.  

Table V Estimated coefficients 

 B S.E t(p) p-value Exp(B) 
95% Confidence 

Interval 

Elderly 0.657 0.216 9.256*** 0.002 1.930 1.264 - 2.947 

Gradient topography 3.076 0.346 78.943*** 0.000 21.682 10.999 - 42.741 

Safety 
facility 

Unsignalized crosswalk -0.241 0.221 1.187 0.276 0.786 0.509 - 1.212 

30 km/h  speed limit sign +  
Unsignalized crosswalk 

-0.928 0.290 10.235*** 0.001 0.395 0.224 - 0.698 

Intercept -2.183 0.215 
103.389**

* 
0.000 0.113  

Probability (unsafe crossing) = -2.183 + 0.657(Elderly) + 3.076(Gradient topography) - 0.928(Speed limit sign) (3) 

Compared to the non-elderly people, the probability of unsafe crossing is greater when elderly people cross the road. The ratio of 
conflict risk for elderly people crossing the road is about 1.93 times higher than the risk for non-elderly people, and the ratio of 
conflict risk of crossing at gradient topography road is about 21.7 times than non-gradient topography area. In terms of safety facility 
varible, no facility zone was used as reference. The vehicle speed limit sign showing 30 km/hr had an influence on the pedestrians 
being able to cross the road safely, and the ratio of conflict risk for a road with a speed limit sign at unsignalized crosswalk was about 
0.395 times lower than no facility at an unmarked road. However, the effect of an unsignalized crosswalk was found to be insignificant 
in this model, so it can be concluded that a marked road without a signal does not have a positive effect on safe crossings. 

IV. Conclusions 

The aim of the present research was to identify the effect of age, vehicle speed, and road environmental factors on the risk of 
pedestrians’ colliding with vehicles on the safety improvement of unsignalized roads by measuring the risk of conflict between 
pedestrians and vehicles. We acquired data using video equipment in order to extract the pedestrians’ characteristics, and we 
extracted the secondary data to acquire the speed of an approaching car and the PSM between the pedestrian and the vehicle. Critical 
thresholds were classified for cases in which the PSM was less than 2.5 seconds. A total of 1,104 data with PSM were collected, and a 
logistic regression model was used to demonstrate the risk factors that affect the risk of conflict with a vehicle when pedestrians cross a 
local street that does not have any traffic signals. First, age was a significant variable in that older people tend to be at greater risk than 
the non-elder people, and this result was similar to that in [21]. There was an insignificant difference between the PSM of approaching 
vehicles that were traveling at speeds less than 30 km/h and those traveling at speeds in the range of 30-50 km/h. Interestingly, 
conflicts when the speed of the vehicles exceeded 50 km/h, the risk of conflict risk was higher than it was for vehicles traveling at 
speeds below 30km/h. The ratio of conflict risk for crossing gradient topography road was about 21.7 times greater than that for the 
non-gradient topography area. Regarding safety facilities, the 30 km/h speed limit sign influenced the risk situation of conflict. The 
ratio of conflict risk for a road with the safety facility was about 0.395 times lower than that for an unmarked road. However, the 
effect of a marked crosswalk without a traffic signal was found to be insignificant, so the result showed that a marked road without a 
signal has no effect on safe crossings.  
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Suggestion of Management Method of Ready-Mixed 
Concrete (RMC) Pouring Centred on Construction Site 

Yije Kim1 

Abstract: In construction sites, ready-mixed concrete (RMC) is one of the most important materials that should be unloaded and placed on the site 
within the standard time (60 ~ 90 minutes) immediately after shipment from RMC plants due to the characteristics of the material. In addition, longer 
waiting time and pouring time during concrete pouring process affects the quality of RMC significantly. Therefore, the time-based delivery management 
for fluent supply and demands is the most important issue in RMC placement plan. For this reason, optimization research has been carried out on the 
RMC vehicle tracking and RMC delivery management algorithms. However, they were more of RMC companies centered truck dispatching and pouring 
management, and there were few studies on construction site centered RMC installation planning and management. Moreover, the information from 
RMC truck invoices and the time information of RCM truck, such as plant departure time, on-site arrival time, and turnover time, are limitedly 
considered in RMC placement planning and quality control. Therefore, the purpose of this study is to derive the necessary parameters for field-oriented 
RMC management process using information from the invoice and RMC management process used at the construction site. Especially, the necessity of 
the management of pouring time using the pouring location, pouring volume, and RMC material property retrieved from planning and ordering stage is 
suggested and proved through on-site verification. Through this, it is anticipated that it will be possible to secure the RMC quality by enabling RMC 
pouring planning centered on the construction site. 
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Jiangsu, China 
Ping Liu1 
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Abstract: In recent years, there have been concerns raised about construction industrialization in China, which have initiated a wave of policy 
change in both governmental and industrial organizations in order to change the mode of conventional construction. However, the current development 
level of regional construction industrialization (RCI) in China has not been well-characterized. This study screened preliminary index systems in five 
dimensions: technical, economic, sustainable, enterprise development and development environment. Based on the data gathered from the questionnaire 
surveys and subsequently analyzed, twenty-two critical evaluation indicators were identified. Analytic Hierarchy Process (AHP) was then employed to 
determine the weighting of each indicator. The evaluation method of the development level was formulated on the basis of the evaluation criteria. 
Jiangsu Province was used as an example in this study, with the development level of this province being comprehensively examined using a combination 
of the index system and evaluation method. The results show that Jiangsu has a relatively high RCI development level. The data from analysis scores of 
five dimensions and twenty-two indicators show that the index system is feasible, with evaluation results being consistent with actual practice. These 
findings provide a good practical reference for making decisions about how best to guide the development of RCI. 
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