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Abstract— Calculation of solar global irradiation on tilted 

planes from horizontal global one is difficult when the time 

step is small. We used an Artificial Neural Network (ANN) to 

realize this conversion at a 5-min time step for solar 

irradiation data of Bouzareah (Algeria). The ANN is developed 

and optimized on the basis of two years of solar data (1.5 year 

or training and 0.5 year for test) and the accuracy of the 

optimal configuration is around 8% for the nRMSE. 

Keywords- Solar irradiation; Artificial Neural Network; 

Estimation 

I.  INTRODUCTION 

Monthly average values allow to realize a preliminary 
sizing, radiation data with a smaller time step are required 
for performing a more precise sizing or modeling. 
Commercial softwares for solar systems tilt the horizontal 
global irradiation contained in their database with generally a 
low accuracy. So, it would be useless to develop precise 
models if the tilted input data are too approximated. In this 
work, we calculate the global irradiation on a 36.8° tilted 
plane (angle equal to the site latitude) from only horizontal 
global irradiation collected each 5 minutes using ANN 
method. 

As said by Behr [1], three main reasons make it 
impossible to develop a simple model for converting 
horizontal global solar radiation into inclined radiation: 

•  The radiation incident on a tilted plane includes the 
radiation reflected by the environment; 

•  The plane being tilted, only a part of the sky is 
“seen” and the sky diffuse radiation depends not 
only on the inclination of the collector, on the sun 
elevation and azimuth but also on the sky state rarely 
uniform introducing anisotropic effects difficult to 
quantify. There are two problems relating to the sky 
anisotropy: the circum-solar brightness due to the 
solar radiation diffusion by aerosols concentrated in 

the sky area around the sun and the horizon 
brightness near the horizon which is even more 
important in clear skies; 

• measured tilted data are relatively rare in the World. 

In the next, we first present briefly the different 
components of solar radiation. Then, we describe the data 
used in this work. Next, artificial neural network concepts 
are detailed. Finally we expose and comment the results 
obtained and we give some perspectives to conclude this 
paper.  

II. SOLAR RADIATION COMPONENTS 

When solar radiation enters the earth’s atmosphere, the 
incident energy is removed by scattering and absorption. The 
scattered radiation is called diffuse component. A part goes 
back to the space and another one reaches the ground 
directly in line from the solar disk, this part is called beam 
radiation (Fig. 1). 
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Figure 1. Solar radiation  on a tilted surface 

The solar radiation arriving on a tilted collector has, most 
of the time, a beam component (nil by cloudy sky), two 
diffuse ones coming from the sky and from the ground (Fig. 
1.). 
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III. METEOROLOGICAL STATION AND DATA 

The “Centre for Development of Renewable Energies” 
(CDER) has a meteorological station in Bouzareah near 
Algiers (latitude: 36.8°N; longitude: 3.17°E) at an altitude of 
347 m (Fig. 2). The site is characterized by a Mediterranean 
climate with dry and hot summers and damp and cool 
winters. 

 

 

Figure 2. Position and picture of the meteorological station. 

The data used in this work were measured each second, 
integrated and stored each 5 minutes with a pyrheliometer 
Kipp & Zonen at normal incidence. This device is mounted 
on an automatic Solar Tracker Model Solys 2 (2 axis, 
azimuth/elevation device programmed to align direct beam 
instruments with the normal incidence of the sun) and 
measures the normal beam irradiance. The global irradiances 
on horizontal and 36.8° tilted surfaces are measured by two 
Kipp & Zonen pyranometers. 

The experimental data were collected since April 2011 in 
a quasi-continuous manner. Thus, we have 2 years of 5-min 
data of horizontal and inclined global irradiations. For each 5 
minutes, we add the four calculated parameters [2]: the 
horizontal extraterrestrial irradiance I0, the solar declination 

δ, the zenith angle θz and the azimuth angle α.  

Some quality control tests are imposed on the 5-min data 
in order to extract outlier or missing data. The sunset and 
sunrise often induce some problems, firstly because of the 
mask effect of the environment and secondly due to the bad 
response of pyranometers when the zenith angle is high 
(cosine effect) [3]. Thus, we extracted the 5-min data during 
which the sun rises or sets. Over the 2 years, we have 75 674 
validated data. 

IV. ARTIFICIAL NEURAL NETWORK 

ANNs were developed so as to model how the human 
brain processes information. A Multi-layer Perceptron 
(MLP) ANN has a parallel-distributed structure and consists 
of a set of processing elements called neurons. The ANN 
structure is composed of an input layer which receives data, 

an output layer to send computed information, one or several 
hidden layers linking the input and output layers.  

According to the chosen architecture, all or a part of the 
neurons in a layer are connected with all or a part of the 
neurons of the previous and next layer. The number of 
hidden layers and of neurons in each layer depends on the 
specific model, convergence speed, generalization capability, 
physical process and training data that the network will 
simulate [4].  

The neuron consists essentially of a set of connections, 

called synapses, (Fig. 3), which can accept input signals ip  

that are defined by synaptic weights wi,j (i is the layer index, 
j is the neuron index) and an integrator that performs the 
weighted sum of its inputs. The result of this sum, S, is then 
transformed by a transfer function f which produces the 
output a of a neuron if this sum exceeds a certain threshold 
or bias. The output is then distributed to other neurons as 
inputs. 
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Figure 3. Neuron model 

There are two main problems concerning the ANN 
implementation: determining for each network size (number 
of layers in the network and number of nodes in each layer) 
the optimal values for the connection weights and choosing 
between the various ANN structures the most efficient. 

An insufficient number of hidden nodes causes 
difficulties in learning data whereas an excessive number of 
hidden nodes might lead to unnecessary training time with 
marginal improvement in training outcome as well make the 
estimation for a suitable set of interconnection weights more 
difficult. To determine the optimal number of hidden nodes, 
the most common and easiest way is the trial and error 
method based on a total error criterion. However, there are 
empirical rules for determining this number of hidden 
neurons from the number of inputs: equal to the number of 
inputs [5], to 75% of it [6], to the square root of the product 
of the total number of input and output neurons [7]. 

One of the properties of ANNs is their ability to learn 
from their environment and to improve their performance 
through a learning process also called training process. 
Training results in a change in the weights value connecting 
the neurons from one layer to another. The goal is to achieve 
equality between the actual and simulated outputs. It is 
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therefore necessary to choose the learning algorithm and 
define the part of data used for learning in relation to the 
total amount of data available. 

The various steps in the implementation of an optimized 
ANN consist in selecting: 

• an ANN structure; 

• transfer function types; 

• an ANN size; 

• a learning algorithm; 

• a training/test set; 

• input data. 

A. ANN Implementation 

On the basis of a bibliography review, we chose for each 

step of the ANN implementation [8-9]: 

• Structure: the chosen structure is the MultiLayer 
Perceptron (MLP) using feed-forward back-
propagation; it is the most used in the literature for 
the solar radiation estimation [10-13]; 

• Transfer function: the combination of a sigmoid 
(hidden layer) and a linear transfer functions (output 
layer) is able to give a good approximation of 
several types of functions [14-15]. Several authors 
used this combination for the estimation of solar data 
[4, 16]; 

• Learning algorithm: the Levenberg–Marquardt 
algorithm (LM) is an approximation to the Newton 
method used during the training as suggested by 
literature [14,16]; 

• Training/test set: Among all the available data, we 
must use a percentage for the training and the rest 
will serve for the testing. As proposed by Dreyfus 
[14] we must use more than 50% of data for the 
training phase. Thus, we decided to use 60% of data 
for training (1.5 years) and 40% for testing (0.5 
year); 

• ANN size: Whatever the number of inputs, the ANN 
has to be as simple as possible according to the 
parsimony principle. The compromise between the 
number of hidden layers and the number of neurons 
in each layer allows to obtain a fast and robust 
network that will give the best results. Moreover, a 
large sized architecture requires more data and easily 
becomes over-trained, i.e. unable to generalize 
efficiently. Unfortunately, today, there is no 
mathematical method allowing the optimal sizing of 
the ANN; the choice of the optimal structure can be 
done only after testing different configurations and 
estimating their performance. However, some 
authors [15,17] suggest to use only one hidden layer. 
According to the empirical rules [5-6] presented in 
paragraph IV, the number of hidden neurons should 

be between 2 and 5 but we wanted to extend the 
choice from 1 to 8. 

• Input data: The declination represents the position of 
the Earth from the Sun and depends on the day 
number. The sun position influences the quantity and 
the quality of the sun radiation: when the sun is high 
in the sky (low zenith angle), the solar radiation is 
maximal (in clear skies); Moreover as the optical 
path is minimal, the incident radiation is less 
absorbed. This position is characterized by the zenith 
angle and the azimuth one. Depending on the season 
and sky conditions, several values of inclined solar 
irradiation correspond to the same horizontal 
irradiation. In the diffuse radiation model, the 
clearness or the diffuse index are used to take 
account of sky condition which is an important 
parameter in the repartition of diffuse and beam 
radiations. The higher the clearness index (ratio of 
the ground global solar radiation on the 
extraterrestrial one) is, the clearer the sky is and the 
global radiation is mainly composed of beam 
radiation. The extraterrestrial irradiation (out of the 
atmosphere) is used as reference and is useful as an 
input parameter. Amongst the three parameters, it is 
possible that the azimuth has not an important 
influence and to remove this ambiguity, we will 
conduct a sensitivity analysis in extracting this 
parameter. Thus, the input parameters will be: i) the 
declination, ii) the zenith angle, iii) the azimuth, iv) 
the extraterrestrial horizontal solar irradiation and v) 
the horizontal global irradiation. 

The ANN structure is shown in Fig. 4. 

  Input layer Hidden layer 
 from 1 to 8 neurons 

Output layer 

Declinaison δ   

Azimuth α 

Zenith angle  θz 

5-min extraterrestrial  
horizontal irradiation  Io 

5-min horizontal 
global irradiation  

5-min global 
irradiation on 
a 36.8° tilted 

plane Iβ 
 

Input measured 
data Starting data 

Output researched 
data Incoming data 

Input calculated 
data   

Figure 4. The ANN model 

B. Accuracy 

To estimate the accuracy of the models developed, we 

use different coefficients. iy  and ix  are the estimated and 

measured values and the respective average values are given 
by: 
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where N is the data number. 

The Mean Absolute Error (MAE) and its Normalized 
(also called relative) value nMAE are calculated by: 
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The Mean Bias Error MBE and it relative value nMBE 
are expressed by: 
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The Root Means Square Error (RMSE) and its Relative 
value nRMSE are given by: 
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The Determination Coefficient R² is given by: 
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V. RESULTS 

Our objective is to find the simplest and performant MLP 
model and to estimate its accuracy. The most commonly 
used is the feed forward MLP with one hidden layer and one 
output layer [18-19]. It is often used for modeling and 
forecasting solar radiation. Several studies [13,20] have 
validated this approach based on ANN as a non linear model 
to model solar radiation. 

After the input variables for the model are fixed, the next 
step consists in the determination of the network 
architecture. The number of inputs and outputs are 
previously fixed. The choice of the hidden neurons follows a 
heuristic approach where several networks with different 
values of the hidden neurons are trained. In this study, we 
varied this number from 1 to 8 (according to the empirical 
rules presented in the beginning of paragraph 4) and each 
MLP architecture was trained 8 times in view to avoid 
random effects.  

In order to test and validate the model, we calculated the 

coefficients presented in paragraph IV.B. between measured 

and estimated global irradiation on the 36.8° tilted plane. As 

we explained in paragraph IV.A, we would like to know if 

the azimuth is an input data which improves the model. The 

accuracy values for the ANN using respectively five and 

four input data (without azimuth) are presented in tables 1 

and 2 (calculated on the basis of 8 simulations by 

architecture). The first column contains the number of 

neurons in the hidden layer. 

TABLE I.  AVERAGE STATISTICAL TEST BETWEEN MEASURED AND 

ESTIMATED GLOBAL SOLAR RADIATION ON A 36.8° TILTED PLANE WITH 5 

INPUTS 

N MAE nMAE MBE nMBE RMSE nRMSE R² 

 Wh.m-2 % Wh.m-2 % Wh.m-2 %  

1 5.93 16.29 -0.96 -2.65 6.87 18.88 0.977 

2 3.03 8.32 -0.26 -0.72 3.87 10.65 0.990 

3 2.88 7.92 -0.67 -1.84 3.75 10.30 0.992 

4 2.51 6.91 -0.50 -1.37 3.39 9.31 0.993 

5 2.43 6.67 -0.56 -1.55 3.23 8.88 0.994 

6 2.66 7.30 -0.96 -2.64 3.56 9.77 0.994 

7 2.69 7.39 -1.03 -2.84 3.65 10.03 0.993 

8 2.62 7.21 -0.96 -2.65 3.61 9.89 0.993 

TABLE II.  AVERAGE STATISTICAL TEST BETWEEN MEASURED AND 

ESTIMATED GLOBAL SOLAR RADIATION ION 36.8 PLANE OPTIMIZED  MODEL 

WITH 4 INPUTS (WITHOUT AZIMUTH) 

N MAE nMAE MBE nMBE RMSE nRMSE R² 

 Wh.m-2 % Wh.m-2 % Wh.m-2 %  

1 5.94 16.32 -0.97 -2.67 6.89 18.93 0.977 

2 2.95 8.12 -0.29 -0.80 3.81 10.48 0.991 

3 2.80 7.71 -0.50 -1.39 3.65 10.04 0.992 

4 2.41 6.63 -0.31 -0.85 3.21 8.81 0.994 

5 2.56 7.04 -0.80 -2.20 3.47 9.54 0.994 

6 2.75 7.56 -1.14 -3.14 3.77 10.36 0.993 

7 2.68 7.38 -1.09 -3.00 3.68 10.12 0.993 

8 2.70 7.43 -1.12 -3.09 3.69 10.14 0.993 

 
The mean values of the nRMSE and its corresponding 

standard deviation were computed and are represented in 
Figs 5 and 6 for the two models (5 and 4 input neurons) 
respectively as an error-bar graph. It is observed that the 
statistical results of both networks show an improvement 
until reaching the values of 4 hidden neurons, and for higher 
values of hidden neurons the nRMSE became almost 
constant and no improvement was observed. In Figs. 5 and 6, 
the dash points define the 95% confidence interval of the 
prediction errors (8 simulations), the triangles and square are 
respectively the minimum and maximum observed errors. 
We observe the same trend for the variation of the nMAE. 
The best configuration is encircled in red. 

We can conclude that an ANN with one hidden layer 
composed with 4 neurons presents the best accuracy. If we 
compare the results obtained with the artificial network using 
four input neurons or five input neurons, it appears that the 
use of a fifth input neuron, the sun azimuth, does not provide 
any significant improvement. Thus, we will retain the use of 
an ANN with 4 input neurons (declination, zenith angle, 
extraterrestrial and horizontal irradiations). We must keep in 
mind that if the average nRMSE for this ANN configuration 
calculated on 8 simulations is 8.81%, the best simulation 
with this ANN structure conduced to an nRMSE of 8.27%. 
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Figure 5. nRMSE evolution vs. the number  hidden neurons for the 

ANN model with five inputs. 
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Figure 6. nRMSE evolution vs the number hidden neurons for the 

ANN model with four inputs. 

To illustrate the good reliability of the developed model, 

we plotted in Fig. 7. the estimated data versus the 

experimental one for the optimized MLP. 
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Figure 7. Modeled 5-min values versus experimental data 

In view to illustrate the good accuracy of our optimized 
model, we randomly chose a period of seven days for which 
we plotted the experimental and calculated data (Fig. 8). 
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Figure 8. Validation of the Model for 7 randomly chosen days 

We see a good accordance between modelled and 
experimental data whatever the state of the sky (clear, 
partially cloudy and cloudy). 

VI. CONCLUSION  

We developed a model of solar global irradiation on 
tilted plane from horizontal ones using a Multi-Layer 
Perceptron (MLP). This study was performed by using two 
years of 5-min solar radiation data collected in the 
Mediterranean site of Bouzareah, Algeria.  

The choice of the ANN type and transfer functions were 
realized from a bibliographical study. Successively, using a 
sensitivity analysis, we optimized the number and types of 
input data. 

According to the results, we can note that one hidden 
layer is sufficient for modelling and estimating 5-min of 
global solar irradiation on a 36.8° tilted plane with only four 
input variables (declination, zenith angle, extraterrestrial and 
global horizontal solar radiation) and 4 hidden neurons.. In a 
next work, we will compare these results with the results 
obtained by combination of conventional solar radiation 
models [21]. 
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