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Abstract- This paper presents the methodologies used to implement an android phone based live video streamer using LIVE555 media server and FFMPEG which is used as a video convertor module. The camera on the mobile phone is used to capture real time video image which is then streamed over the Wi-Fi network in such a manner that the video can be viewed using the standard VLC media player anywhere within the range of the network.
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1. INTRODUCTION

With the Android listed as the best-selling smart phone platform worldwide in Q4 2010 by Canalys, a lot of effort and hard work have been put to explore new ideas and concepts, using its essentially free development tools and the Android Open Source Project (AOSP) which is tasked with the maintenance and further development of Android has been able to come up with large collection of applications. Owing to the vast scope that androids hold, a lot of vendors are into android business contributing to tight competition in this field which has henceforth made available android devices with best quality and functionalities at affordable cost.

The main objective of the paper is to first familiarize the users with the android application development platform and then to implement a LIVE555 video streamer on Android based mobile phone. The best part is that implementation is done completely using open source software tools, software modules and technologies.

Figure 1 shows the setup of the proposed system. The Android mobile phone’s inbuilt camera is used to capture the video which is in 3GP format and has to be converted into MPEG4 format before being streamed over the network using the LIVE555 media streamer. Streaming over the IP network is done using phone’s inbuilt Wi-Fi. The video can then be viewed on remote stations using the open-source VLC media player.
2. Android Architecture Overview

The Android software stack is shown in figure 2. The android architecture can be subdivided into five layers: Android uses a heavily modified GNU/Linux kernel version 2.6. On top of the Kernel is the Libraries component that contains the various C/C++ Libraries used by various applications. Android Runtime is another vital component that is composed of two major parts: The Dalvik virtual machine and Core libraries. The next layer is the Application Framework which provides the API’s. The Android Applications, are written in Java.

Unlike other mobile operating systems like Apple’s iOS, Palm’s web OS or Symbian, Android applications are written in Java and run in virtual machines. For this purpose Android features the Dalvik virtual machine which executes its own byte code.

Dalvik is a core component, as all Android user applications and the application framework are written in Java and executed by Dalvik. It is designed specifically for Android and optimized for battery powered mobile devices with limited memory and CPU processing resources. The java source code in .java format is compiled by java language compiler (javac) to byte code format that is .dex format.

3. Android Application Development Tools

For the development of Android Apps several tools are required. Of that the most important one is the Eclipse IDE, which is a virtual mobile device that runs on users computer and it lets them develop and test Android applications without using a physical device. Android Development Tools (ADT) is a plugin for the Eclipse IDE that is designed to give a powerful, integrated environment to build Android applications. In addition, an Android SDK starter package that contains the various software development tools and the libraries are required by the Eclipse to compile and package the application into the Android Package file (Apk). If the application makes use of hardware features like camera, testing has to be done with actual phone.

Cite this article as: Neethu R. “Implementation of an Android Phone Based Video Streamer Using LIVE555 Streamer and FFmpeg”. International Conference on Systems, Science, Control, Communication, Engineering and Technology 2016: 585-589. Print.
If the ADT plugins are added properly, the Eclipse Dalvik Debug Monitor Server icon (DDMS) will appear. Detection of the phone can then be verified through the DDMS Icon. If the drivers and phone settings are installed correctly, and the connection is successful, a mobile icon with its ID will be displayed under the Devices section as shown in Figure 3.

![Figure 3: Eclipse’s DDMS which shows the android phone as detected](image)

### 4. Video Camera Streaming System

Figure illustrates the implementation of a video streaming system over an IP network using an Android phone. There are basically three modules used in the implementation: a video recorder module, an FFMPEG module and a LIVE555 streamer module.

![Figure 4: Video streaming Modules](image)

The video recorder module is an Android application which records video in 3GP format. An FFMPEG library is used to convert 3GP file to MPEG format as Live555 server does not support streaming of 3GP files. The converted MPEG files are stored in a file (e.g. on a SD Card). Upon request by the user, the LIVE555 video streamer will fetch the video from the file and then it is streamed over the network and can be played by any system at the other end that has VLC media player installed in it.

The main reason why Live555 is used because it is an open source package, and so it can be modified to suit the system (e.g. cross compiled for ARM processor as used by the Android phone) and to meet customized requirement.

### 5. Implementation Results and Discussion

Combining the Video Recorder module, FFMPEG module and the LIVE555 streamer module running on Android phone (Samsung Galaxy Young using Android version 2.3.6), an MPEG4 video streaming system is implemented.
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The implementation has the drawback that only after the video recording is completed, streaming is possible. This is due to the fact that, in FFmpeg only after the write operation is completed, the read operation can be performed. Another consequence is that the system will stop operation once the file size exceeds the maximum limit that the Android platform can support. The next motive should be to overcome these limitations, by bringing modification to FFmpeg or by using inter process communication methods.

6. Conclusion

This paper first provides an overview of the Android system, and then provides information about android application development platform and the various software components required for it. It then describes the implementation of a video streaming system using an Android phone as the video capturing device, by integrating a cross-compiled LIVE555 media server as the streaming server. The MPEG4 converted video is streamed over the network using Wi-Fi connection upon requested by the VLC media player.
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