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PREFACE

It is a great honour to welcome for the International Conference on Systems, Science, Control, Communication, Engineering and Technology - ICIEMS 2015 at IIT-M Research Park, Chennai, India, Asia on 13 – 14 August, 2015.

ICIEMS 2015 aims to provide a chance for academic and industry professionals to share ideas on progress in the field of technology and to bring together the researchers and practitioners to discuss the problems and find solutions for the multifaceted aspects of Interdisciplinary Research Theory and Technology.

This conference provides an opportunity for various departments in the field of Engineering and Technology. It also focuses on the important aspects of advances in Systems, Science, Embedded Systems, Mobile Communications, Robotics, Engineering, Technology and Information Engineering, Management and Security. This conference highlights the new concepts and the improvements related to the research and technology.

It provides a chance for academic and industry professionals to discuss recent progress in the area of Interdisciplinary Research Theory and Technology. The proceeding of the conference consists of the information of various advancements in the field of Research and Developments globally and would act as a primary source for researchers to gain knowledge on the latest developments.

With the constant support and encouragement from the ASDF Global President Dr. S. Prithiv Rajan, ASDF International President Dr. P. Anbuoli and ASDF Governing Council Members, this conference will stay in our hearts. Without them, this proceeding could not have been completed within the shortest span.

Heartfelt Gratitude are due to the team members of Association of Scientists, Developers and Faculties – International, Family, Friends and Colleagues for their cooperation and commitment for making this conference a successful one.

Dr. K. Kokula Krishna Hari,
Chief Editor, ICIEMS.
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INTEGRATING ASPECTS BASED ON OPINION MINING FOR PRODUCT REVIEWS

Suganya S1, Sureka K1, Vishnupriya P1
1V.S.B. Engineering College

Abstract: It is a common practice that merchants selling products on the Web ask their customers to review the products and associated services. As e-commerce is becoming more and more popular, the number of customer reviews that a product receives grows rapidly. For a popular product, the number of reviews can be in hundreds. This makes it difficult for a potential customer to read them in order to make a decision on whether to buy the product. We aim to summarize all the customer reviews of a product. This summarization task is different from traditional text summarization because we are only interested in the specific features of the product that customers have opinions on and also whether the opinions are positive or negative. We do not summarize the reviews by selecting or rewriting a subset of the original sentences from the reviews to capture their main points as in the classic text summarization. We only focus on mining opinion/product features that the reviewers have commented on. A number of techniques are presented to mine such features. The proposed system is used to decide the customer reviews for multiple product reviews then find the aspect from the review and classify the review whether they wrote positive or negative. We only focus on mining opinion/product features that the reviewers have commented on and compare the more product and rank the product based on the reviews automatically.

Keywords: Aspect –based, Opinion mining, Product reviews

INTRODUCTION

With the inception of the Web 2.0 and the explosive growth of social networks, enterprises and individuals are increasingly using the content in these media to make better decisions. For instance, customers check opinions and experiences published by other customers on different Web platforms when they planning to buy the products through online. On the other hand, for organizations, the vast amount of information available publicly on the Web could make polls, focus groups and some similar techniques an unnecessary requirement in market research. However, due to the amount of available opinionated text, users are often overwhelmed with information when trying to analyze Web opinions. So far, many authors have tackled the problem of human limitation to process big amounts of information and extract consensus opinions from a large number of sources relying on data-mining-based tools. Considering a similar problem, this work is an effort to create a tool that offers a set of summarization methods and help users digest in an easy manner the vast availability of opinions.

Three main components of Opinion Mining are:
1. Opinion Holder: Person that expresses the opinion is opinion holder.
2. Opinion Object: Object on which opinion is given.
3. Opinion Orientation: Determine whether the opinion about an object is positive, negative or neutral. The core of our system is a novel extension of aspect-based opinion mining methodology, which was developed by us for online shopping of products. The core of our system is concerned with the fact that

This paper is prepared exclusively for International Conference on Information Engineering, Management and Security 2015 [ICIEMS] which is published by ASDF International, Registered in London, United Kingdom. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage, and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honoured. For all other uses, contact the owner/author(s). Copyright Holder can be reached at copy@asdf.international for distribution.
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Users refer differently to different kinds of generic products when writing reviews on the Web. For instance, when a person writes a movie review, he probably comments not only movie elements, but also movie-related people. The contributions of this paper are mainly three. First, to the best of our knowledge existing approaches do not address the special issues. So we developed a model for aspect-based opinion mining that specially considers these features. Secondly, as a result of the analysis of the domain, we created a special datasets that help representing the features of the mentioned domain. The rest of this paper is structured in the following manner.

2. Related work

opinion mining or sentiment analysis comprises an area of NLP, computational linguistics and text mining, and refers to a set of techniques that deals with data about opinions and tries to obtain valuable information from them. The aspect-based approach is very popular and many authors have developed their own perspectives and models. Other related approaches are unsupervised topic-based document modeling techniques, which model an input document as a mixture of topics. In this context, our work lies on a radically different paradigm, as the former consists in identifying the aspects reviewed in a piece of text based on a bag-of-words model of the document, rather than extracting individual feature mentions and their related opinions. Therefore, our work is not directly comparable to these kinds of works. Our work acknowledges the differences between domains that is discussed in the paper, and proposing a general model that works for all the domains. Also, our system does not require any training datasets and only a small amount of human support. Finally, one last related topic is the set of so-called concept-level sentiment analysis approaches. These approaches focus on a semantic analysis of text through the use of Web ontologies or semantic networks, which allow the aggregation of conceptual and affective information associated with natural language opinions. Our approach is different from all these applications since it is aspect-based and analyzes opinions at the sentence level.

3. Background

In this section, we proposed our approach in general terms. The opinions are 5-tuples composed of the following parts.

• An entity: Proposed to denote the opinion objective other words. An entity can contain a set of components and attributes and, similarly, each entity component can have its own subcomponents and attributes.
• An aspect: Because it is difficult to study an entity at an arbitrary hierarchy level, this hierarchy is simplified to one or two levels, denoting as aspect every component or attribute of the entity.
• The Sentiment orientation, considering that opinions express a positive or negative sentiment about what they evaluate.
• The Opinion holder, which corresponds to the user that gives the opinion.
• Time: Time and date when the opinion was given. In this manner, opinions are considered to be a positive or negative view, attitude, emotion or appraisal about an entity or an aspect of that entity from an opinion holder in a specific time. The following concepts are also introduced:
  • Entity expression: Corresponds to the actual word or phrase written by the user to denote or indicate an entity. As a result, entities are then generalizations of every entity expression used in the analyzed documents, or a particular realization of an entity expression.
  • Aspect expression: As for an entity expression, the aspect expression is the actual word or phrase written by the user to denote or indicate an aspect. Thus, aspects are also general concepts that comprise every aspect expression.

3.1. Aspect identification

This stage aims to find and extract important topics in the text that will then be used to summarize. In their proposal, part-of-speech (POS) tagging and syntax tree parsing (or chunking) are used to find nouns and noun phrases or NPs. Then, using frequent item set mining, the most frequent nouns and NPs are extracted. The extracted sets of nouns and NPs are then filtered using special linguistic rules. These rules ensure that the terms inside those aspects that are composed of more than one word are likely to represent real objects together and also eliminate redundant aspects. They also extract non-frequent aspects using an approach by finding nouns or NPs that appear near to opinion words with high frequency. This approach does not extract adjectives or any other kind of non-object aspects.

3.2. Sentiment prediction

The next phase is sentiment prediction, to determine the sentiment orientation on each aspect. This method relies on a sentiment word dictionary that contains a list of positive and negative words (called opinion words) that are used to match terms in the opinionated text. Also, since other special words might also change the orientation, special linguistic rules are proposed. Among others, these rules consider negations words “no” or “not” and also some common negation patterns. However, despite how simple these rules might appear, it is important to handle them with care, because not all occurrences of such rules or word apparitions will always have the same meaning.

3.3. Summary generation
The last step is summary generation, to present processed results in a simple manner. In this context, defined opinion quintuples are a good source of information for generating quantitative summaries. In this case, each bar above or below the x-axis can be displayed in two scales: (1) the actual number of positive or negative opinions normalized with the maximal number of opinions on any feature of any product and (2) the percent of positive or negative opinions, showing the comparison in terms of percentages of positive and negative reviews.

4. Proposed extension
Our extension, considers the same set of structured steps mentioned in Section. Here, we discuss issues on each one of the three steps and explain our own approach in the context of product reviews.

4.1. Aspect expression extraction
The aspects do not directly appear in a text but they exist in the manner of aspect expressions. Accordingly, when trying to apply opinion model to extract opinions from real data, concepts can be somewhat confusing or unclear. It is also unclear how aspects that appear more than once in a document are managed. Having noticed these issues, a model to build opinion tuples from an opinionated document has been developed here. We will not extract implicit nor not-frequent aspect expressions.

4.2. Determination of the opinion orientation
Taking the work as inspiration, a set of rules to determine the sentence orientation was developed, always considering opinion words as a basis.

4.2.1. Word orientation rules
In first place, we need to determine the orientation of each word in a sentence. In order to do so, we propose Algorithm 1. The algorithm applies a set of linguistic rules, which are explained below:

Algorithm 1. Word orientation
1: if word is in opinion-words then
2: mark (word)
3: Orientation Apply Opinion Word Rule (marked word)
4: else
5: if word is in neutral_words Then
6: mark (word)
7: orientation -0
8: end if
9: end if
10: if word is near a too_word then
11: orientation Apply Too Rules(orientation)
12: end if
13: if word is near a negation_word then
14: orientation Apply Negation Rules(orientation)
15: end if
16: return orientation

Word rules: Positive opinion words will intrinsically have a score of 1, denoting a normalized positive orientation, while negative ones will have associated a score of 1. Every noun and adjective in each sentence that is not an opinion word will have an intrinsic score of 0 and will be called neutral word.

Negation rules: A negation word or phrase usually reverses the opinion expressed in a sentence. Consequently, opinion words or neutral words that are affected by negations need to be specially treated.

Too rules: Sentences where words “too”, “excessively” or “overly” appear, are also handled specially. When an opinion word or a neutral word appears near one of the mentioned terms, denoted too words, its orientation will always be Negative (score = -1).

4.2.2. Aspect orientation rules
Having mentioned rules that help in determining each word orientation in a sentence, it is now explained how all these orientations should be combined to determine the final orientation of a sentence on a particular aspect. Our proposal is summarized in Algorithm 2 and it only considers words marked as opinion words or neutral words, which we call marked words, as they are the only ones that will provide the orientation for each sentence. The detailed process is explained below.

Algorithm 2: Opinion orientation
1: if but_word is in sentence then
2: orientation Opinion
3: Orientation (aspect,marked_words,but_clause)
4.3 Summarization

This proposal seems fairly simple and effective for summarizing opinions. However, it lacks a robust way of measuring the importance of each evaluated aspect. Here, we attempt to measure the importance of each aspect simultaneously using the amount of positive and negative opinions of it. We also use that measure to rank aspects. We calculate the standard deviation of these scores using:

\[
\text{AVScore}_i = \frac{\text{Score}_i + \text{NScore}_i}{2}
\]

We propose that aspect-based summaries should include bar charts and a table that shows the actual values of \(\text{PScore}_i\), \(\text{NScore}_i\) and Relative Importance for each aspect expression.

5. System architecture

Two different tasks need to be performed, aspect extraction and orientation determination, for which two submodules are included:

- **Aspect extraction sub-module**: in charge of applying the aspect extraction algorithm to a set of POS-tagged sentences.
- **Orientation determination sub-module**: This sub-module applies the algorithms presented in Section 4 to determine the orientation of an opinion on a given aspect. It also extracts the set of adjectives that appeared near each aspect. Results include the following features:
  - **Aspect-based summaries**: Bar charts, in which each bar measures the number of positive and negative mentions of each attribute or component of one product. Bars are initially sorted according to Relative Importance.
  - **Adjective bubble charts**: Nearby adjectives in all sentences where an aspect appears are shown in a bubble chart. The size of each bubble counts the times that each adjective is used to describe the aspect.
  - **Original opinions**: A list of all original sentences is also displayed in an ad-hoc manner, separating them into positive or negative.
7. Conclusions and future work

In this study, we present a generic design of a tourism opinion mining system that aims to be useful in many industries. The core of our system is an extension of aspect-based opinion mining technique. On the one hand, the non-tailored algorithm for aspect expressions extraction, based on frequent nouns and NPs appearing in reviews, achieved a poor performance. This result shows that, in fact, multiple expressions are used to denote the same attribute or component in online product reviews. Therefore, not only the most frequent words need to be considered when extracting aspect expressions in order to achieve a better recall for this task. Our design and models for aspect-based opinion can be used in many possible applications in the online shopping domain. Benefits that may arise entail both merchants and customers.

7.1. Future work

For future work, the primary objective should be to improve Recall on the task of aspect expression extraction, finding infrequent and implicit aspect expressions. On the other hand, we have seen that tourism product reviews contain an important number of sentences that have no opinions. These sentences need to be filtered since they introduce noise to the opinion mining process. This also includes the problem of analyzing context and domain-independent opinions. New methods to determine subjectivity or sentiment orientation need to be tested on the tourism domain in order to improve the performance of these tasks. Future work should also tackle the problem of transforming aspect expressions into aspects. This is a difficult problem yet a crucial feature for any system like ours, because presenting aspect expressions to users implies redundancy and makes the analysis more complex. Here, the objective is to build or use ontologies, hierarchies or clusters of aspect expressions to make the system become easier to navigate and more intuitive for users. Finally, another extension of this work implies working with tourism products reviews written in different languages. Some of the NLP tasks that are used by our system, including sentence and word tokenizers, are generally machine learning algorithms that need to be properly trained in order to generate good results. The vast availability of data in English to train these models contrasts with a relative scarcity for other languages. Therefore, there is an immense room for future work on this area.
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Abstract: Database services have the web applications which are interactive targeted by an SQL Injection. User gives some data as a input and at last that coded input data is being used as to form SQL statement at runtime in these applications. A person who is a n attacker can be able to input a malicious or harmful query segment when user inputs any SQL statement during SQL Injection attacks, that is the result which could be used in many more different database request. Sensitive/Confidential information can be added or modified by an attacker to form attacks of SQL Injection. SQL Injection vulnerability could be used by an attacker as an IP scanner rudimentary. There are several paper published in literature having discussed that how to secure sensitive data in xml or file system, by checking SQL dynamic query commands. SQL Injection attacks However, for secure stored procedures in the database higher level layer / application layer a very less attention is given, which surely can be too suffered from attacks of SQL Injection.

Keywords: SQL query, SQL server, SQL Injection.

I. INTRODUCTION

One of the most demanding and challenging causes which can make impacts on the business and industry level in a Structured Query Language is that it can explore all of the sensitive information which is stored in our database, including most highly important information such as credit card details, usernames, addresses, passwords, names, phone, email id etc. To inject a Structured Query Language is the liability that when attacker gets the ability with SQL queries which can be passes to a database. The query which is passed through an attacker in to the database, an attacker can allows the query to database which is supporting element with database and our operating system. SQL Query which is able to accept the inputs from the attacker sides can harms our real web application. Attacker always try to insert harmful SQL query commands into a database so as on execution the query they can destroy or alter the database i.e. this technique is called code injection technique. So this attacker is also called attack vector for websites and this kind of attacker is used by any kind of SQL database.

According the study last year, Security Company “Imperva” find that the most web application attacks is done 4 times per month and other side retailers company is attacked by 2 times per month. That is not a good practice on the behalf of security.

II. TYPES OF SQL INJECTION:

☐ Redirection and reshaping of a query
☐ Based on Error message
☐ Blind injection

i. Blind SQL Injection
- Formation of queries that results in Boolean values, and interprets output of HTML Pages is provided by Blind SQL injection technique IN database.
- Final result of SQL injection gives significant data theft and/or attacks in data modification.
- Essentially Blind attack playing 20 questions with the web server.

ii. Focus on Blind SQL Injection
- This type of SQL Injection is as common as any other type of injection.
- An incorrect or wrong sense of security on the host is provided by the Blind holes.
- Requires a larger of time investment to properly execute manual penetration against.

iii. Concepts of SQL Injection Attacks:
(a) SQL injection attack is a process to find the query which is entered through the user for execution the command.
(b) SQL attackers create crafted manually input data so that SQL interpreter has to accept the query and give the permission to execute the commands and give his desired results.
(c) SQL Injection attack breaks the security of the database layer. When attacker breaks flaws through the SQL injection then attackers can drop, modify, create, and alter our sensitive database.

III. SECURITY IN SQL INJECTIONS:
Web vulnerabilities minimum 20% of all that is being related to SQL Injection, called as the one of the most widespread type of catalog application security and as well as the subsequent most common software susceptibility which have the find and prevent capability .SQL Injection always must be on high priority for web developer and also for security basis. Generally a SQL Injection assault diminishes any web network application software which has not provided a proper validation or we can say coded by a user given input data. In the last phase that crafted input data is being used as an element of query over again whichever back-end database. Acquire an example, what time we generate any form it always asks for the ID that is called as identity. After that URL:”http://www.anywebsite.com/id/id.asp?id=anymanualdata” is created.
An invader, using the SQL Injection may perhaps go through any data or “1=1”. At the particular time if the application software of the web network is not specified proper validation or incorrectly encoded the user given data that is directly send in the direction of database, and as well as input with the vulnerable query will reach there in reply that will depict every single one ids in the database ever since the condition is “1=1” is for all time true. The example given is an indispensable example however it illustrates the consequence of sanitizing client input data prior to using it in a SQL database query or SQL commands.

IV. LITERATURE REVIEW:
Our web applications allow the visitors to enter or submit or retrieve database using any web browser through the internet. These kinds of data have to centralize therefore they be capable of storing data which is needed for websites. If any Suppliers, Employees, a host of stakeholders, customers etc. want to achieve specific content from database side then he can receive it. Company statistics, User Details, financial, economical and payment information etc are stored in our database which is access through custom web applications. Our Database and Web applications allow us to run the production business frequently.

The Process which attempt to get ahead of commands or statements of SQL intended for implementation through the database over the web network application is called hacking technique in SQL Injection. If their attempts are right then our database allows hackers to view their desire information from the database and he can hampers our database, and be able to do the whole lot which he wants.

For example Like feedback forms, Shopping carts, Search pages, product and support request forms, figure current websites, provide businesses and login pages etc pages are very necessary to commune with customers for keep our customer in touch. These kinds of pages of websites are very to use customer. These types are pages are suspicious for SQL hackers and foremost they attempts to try on these pages. We cannot hide this category of pages on website. If we do it then our client cannot be handling with us. So hacking the website is becoming very easy task for Hackers.

**For Simple Example**

To access the catalog database, normal user would input their username and password to come into their profile and access his personal details and change the contents which is allow by the administrative section i.e. authenticate user are allowed to access our database. In other sides, our web network application which controls the authentication page will foremost communicate with our database through the specific planned commands as a result they be able to filter that he is authenticate user or not. In the case of valid user, database allows to access the contents.

In other sides, In case of SQL Injection, Specifically craft SQL commands with the intent of passing the login form difficulty is inputted by the hacker. In case of SQL Injection vulnerabilities, Hackers are eligible to converse with our database directly. Script languages which are Dynamic like JSP, PHP, and ASP.NET, CGI etc are the target technologies by the hacker. For publicity, our website wishes to be communal public so our safety mechanism will agree to to be communal public with our application (generally at beyond port 80/443).

```sql
SELECT count(*) FROM person_list_table
WHERE username="FIELD_USERNAME" AND password="FIELD_PASSWORD"
```

This SQL command is given instruction to the catalog database to compare User Id and secret code (password) filled by the current user to the combination that it has already stored in its database. Each and every web network application is hardly coded with specified SQL query so as to it will implement when executing functions and communicating with the database. If any data input of web network application is not accurately encoded, a hacker possibly will introduce extra vulnerable SQL queries which enlarge the area of SQL commands.

An attacker will therefore have a plain channel of communiqué to the web application database irrespective of the entire intrusion uncovering systems vulnerability and network based security equipments installed on the database layer.

**V. SQL INJECTION IMPACT:**

When a hacker feels that a organism is ready to SQL Injection attacks, he is now able to insert SQL Commands to the n/w database an input from field. This is similarly like as to say attacker comes to make changes in our catalog and allow him to do insert or delete like DROP in to database. Execution of illogical SQL queries on the susceptible structure may be done by an attacker. This may break the reliability of your secure information. It depends on the back-end database, SQL injection vulnerabilities can be lead to varying levels of data/system access to the attacker. Manipulate in any existing queries, to UNION that is used to select related information from two tables use sub-selects arbitrary data, or append additional queries.

Some of the SQL Servers like Microsoft SQL Server contains stored and extended procedures for database server functions. In certain cases, it can be possible to read in or write out in files, and can execute shell commands on the underlying operating system. Data is being stolen through the various attacks at all the time. Hackers rarely get caught which are more expert.

Any attacker that can obtain access, it could spell disaster. A SQL injection attacks involves the modification of SQL statements that are used in a web application through the use of attacker-input data. Unfortunately the harm of SQL Injection is only found when the theft is discovered. Improper validation and improper construction and incorrect input of SQL statements in web applications can lead them theft to SQL injection attacks. Thus SQL injection is a potentially destructive and prevalent attack that the Open Web Application Security Project (OWASP) listed it as the number one threat to web applications.

**VI. PROPOSED SOLUTION**

SQL injection can helps to retrieve sensitive information like password or credit card details, to prevent SQL injection developer should has to take some measure steps like use session in place of query string to transfer value from one page to another. Store sensitive information like password or credit card to XML or file system which is not easily accessible. If using Query String is necessary try using URL Encoding technique. Now a day’s some DBMS like MS SQL server supports regular expression validation which protect data insertion like “ ”. All DBMS doesn’t support “ ” handle it is very necessary replace it with some other character.

**Blindfolded SQL Injection techniques:**

(a) Boolean queries and WAIT FOR DELAY are used by Blind folded injection technique.

(b) By using commands such as BETWEEN, LIKE, IS NULL Comparison in queries is done.

---

IDS signature evasive SQL Injection techniques:
(a) By using CONVERT & CAST commands by masking the attack payload.
(b) By using Null bytes to break the signature patterns
(c) By using HEX encoding mixtures.
(d) By using SQL CHAR ( ) to convert ASCII values as numbers.

Example, when the attacker decided to go with a attack using: 1 = 1, at that time when it is entered as input box. The server recognizes 1 = 1 as a true statement and -- symbol is used for comment, everything after that is ignored making it possible to the attacker to access to the database. Through this SQL injection example page you can see precisely how this attack works on:

Welcome to SQL Injection Application:
Logged in as: or '1=1-- 'AND Password='!
Other sample pages:
BadProductList- Product List that is vulnerable to SQL Injection.
BetterProductList- Product List that is still vulnerable but that uses a lower privilege account to minimize damage.
EncryptCnxString- Utility for encrypting any string: use it to encrypt cnxWindBest connection string in web.config.
AddSecureUser- Add new users to Secure User table: Password will be hashed use it with BestLogin.aspx.

PRODUCT LIST:
Product Filter: *UPDATE Products SET Unit Price=0.0 WHERE Product=Set Filter

<table>
<thead>
<tr>
<th>Product Id</th>
<th>Product Name</th>
<th>Quantity</th>
<th>Per Unit</th>
<th>Unit Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>pen</td>
<td>10 boxes</td>
<td>20 bags</td>
<td>0.0000</td>
</tr>
<tr>
<td>2.</td>
<td>Alcool</td>
<td>24-12 oz</td>
<td>bottles</td>
<td>19.0000</td>
</tr>
<tr>
<td>3.</td>
<td>paper</td>
<td>36 boxes</td>
<td></td>
<td>21.3500</td>
</tr>
<tr>
<td>4.</td>
<td>Aniseed Symp</td>
<td>12-550 ml</td>
<td>bottles</td>
<td>0.0111</td>
</tr>
<tr>
<td>5.</td>
<td>Seasoning</td>
<td>48-6 oz</td>
<td>jars</td>
<td>22.0000</td>
</tr>
<tr>
<td>6.</td>
<td>Jelly</td>
<td>12-8 oz</td>
<td></td>
<td>25.0000</td>
</tr>
<tr>
<td>7.</td>
<td>Uncle Bob's Organic Pears</td>
<td>12-1 lb pkgs.</td>
<td>30.0000</td>
<td></td>
</tr>
<tr>
<td>8.</td>
<td>Cranberry Sauce</td>
<td>12-12 oz jars</td>
<td>40.0000</td>
<td></td>
</tr>
<tr>
<td>9.</td>
<td>Jam</td>
<td>18-500 g</td>
<td>pkgs.</td>
<td>97.0000</td>
</tr>
<tr>
<td>10.</td>
<td>Pickle</td>
<td>12-200 ml</td>
<td>jars</td>
<td>31.0000</td>
</tr>
</tbody>
</table>

OUR ALGORITHM STEPS OF URL ENCODING ARE:
string strCnx = ConfigurationSettings.AppSettings["cnxNWindBad"];  
SqlConnection cnx = new SqlConnection(strCnx);  
cnx.Open();  
string strQry = "SELECT Count(*) FROM Users WHERE UserName=\" + txtUser.Text + \" AND Password=\" + txtPassword.Text + \";  
int intRecs;  
SqlCommand cmd = new SqlCommand(strQry, cnx); cmd.CommandType = CommandType.Text;  
intRecs = (int) cmd.ExecuteScalar();

if (intRecs>0)
{
FormsAuthentication.RedirectFromLoginPage(txtUser.Text, false);
}
else
{
lblMsg.Text = "Login attempt failed."
}
 cnx.Close();
//Prevention string strCnx =
ConfigurationSettings.AppSettings["cnxNWindBetter"];
using(SqlConnection cnx = new SqlConnection(strCnx))
{
 cnx.Open(); SqlCommand cmd = new
SqlCommand("procVerifyUser", cnx); cmd.CommandType= CommandType.StoredProcedure;
SqlParameter prm = new SqlParameter("@username",SqlDbType.VarChar,50);
prm.Direction=ParameterDirection.Input;
prm.Value = txtUser.Text;
cmd.Parameters.Add(prm);
prm = new
SqlParameter("@password",SqlDbType.VarChar,50);
prm.Direction=ParameterDirection.Input;
prm.Value = txtPassword.Text;
cmd.Parameters.Add(prm);
string strAccessLevel = (string) cmd.ExecuteScalar();
if (strAccessLevel.Length>0)
{
FormsAuthentication.RedirectFromLoginPage(txtUser.Text, false);
}
else
{
lblMsg.Text = "Login attempt failed."
}
}

VIII. CONCLUSION

SQL attackers create crafted input data so that SQL interpreter has to accept the query and give the permission to execute the commands and give his desired results. SQL Injection attack breaks the security in the Database layer and can alter, steal or destroy our database through using web application.
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Abstract: The purpose of this paper is to provide a secured locker security system based on RFID, PASSWORD, CONVEYER and GSM technology which can be organized in bank, secured offices and homes. This system allows authentic person only can be recovered money from locker. The implemented locker security system based on RFID, PASSWORD and GSM technology containing automatic movement of lockers system which can be easily activate, authenticate, and validate the user in real time for secured locker access. The RFID, PASSWORD, GSM and HEAT SENSOR provides the advantage of high security than other systems. In general terms, RFID is an object or person identifier using a radio frequency transmission. In electronic terms RFID is an electronic method of exchanging data over radio frequency waves. With RFID technology we can identify, sort, track or detect variety of objects.

Keywords: RFID, GSM, Conveyer, Microcontroller, Heat sensor.

I. INTRODUCTION

The main purpose of this paper is to implement a locker system with high security based on RFID, PASSWORD, CONVEYER, GSM and HEAT SENSOR technology which can be organised in banks, offices and other places where high security is required. In this only authorized person can open the locker. The initial security levels are RFID verification and PASSWORD. The After this security verification the details of the person will provided to the security in charge like manager, after that conformation CONVEYER setup will bring only the appropriate locker from the locker to the person. The GSM server send the random password to the customer mobile. The locker can be accessed if the password matches. Otherwise the alarm is on. In addition to this, the heat sensor can access the alarm when anyone try to open the locker by using electrical machine which produce heat.

II. EXISTING SCENARIOS:
The locker systems involve manual lock in most of the banks. Whenever the user uses the locker, user should be assisted by the bank employee. It leads to waste of time for both the customer and the employee. Lack of security and the waiting time of the customers are the major drawbacks of such manual lock systems. The person accompanying the customer can be any employee who is free at that instant of time it should be noted. Hence, time is wasted. This can be overcome with the automatic locker system. There are many techniques in which the proposed technology can be implemented. The RFID tags are used in this project which holds the user’s information like locker number, username, etc, in the existing project RFID tag read by the RFID reader will automatically open and close the locker. Hence, security is guaranteed and the customers waiting time is reduced.
III. PROPOSED METHOD

In this proposed method after the password verification for the RFID tag the details of the customer will provided to the manager. The manager authentication selects the locker and moves it to the opening with the help of the stepper motor. The locker will have keypad for password. By GSM technology the customer receives the random password provided by the server. The locker can be accessed if the password matches otherwise the alarm rang. To avoid theft by using electrical gadgets to break the locker the heat sensor is provided to detect the heat while breaking with alarm.

IV. RFID FUNDAMENTALS

RFID is an effective automatic identification technology for variety of objects and person. The most important functionality of RFID is to track the location of the tagged item. The RFID tags can be classified into three major categories which is based on power source, active tags, passive tags, and semi-passive (semi-active) tags. An active tag contains both a radi transmitter, receiver and a battery that is used to power the transceiver. Active tags are more powerful than the passive tags/semi-passive tags. RFID tags can also be classified into two categories: tags with read/write memory, and tags with read-only memory. The tags with read/write memory are more expensive than the tags with read-only memory. RFID tags operate in three frequency ranges: low frequency (LF, 30–500 kHz), high frequency (HF, 10–15MHz), and ultrahigh frequency (UHF, 850–950MHz, 2.4–2.5GHz, 5.8GHz). The LF tags are less affected by the presence of fluids or metals when compared to the higher frequency tags. RFID reader is shown in th fig 1. The most important functionality of RFID is the ability to track the location of the tagged item. Typical applications of HF tags are access control and smart cards. RFID smart cards, working at 13.56MHz, are the most commonly used tags.

How does RFID work?

![RFID Reader Diagram](image)

Fig 1 RFID Reader

However, UHF tags are severely affected by fluids and metals. UHF tags are more expensive than any other tag. The typical frequency of UHF tags are 868MHz (Europe), 915MHz (USA), 950MHz (Japan), and 2.45GHz. The active tag enables higher signal strength and extends communication range up to 100-200m.

V. GSM

GSM (Global System for Mobile communications) is the technology that underpins most of the world’s wireless mobile phone networks. GSM is a digital cellular and an open technology used for transmitting mobile voice and data services. GSM operates in the 900MHz to 1.8GHz bands. The supported data transfer speed of GSM is up to 9.6kpbs. It allows the transmission of basic data services such as SMS. In the current work, GSM module SIM300 is used, it is shown in figure 2. The SIM300 module is a Triband GSM/GPRS solution in a compact plug in module featuring an industry-standard interface.

Features of GSM

- Single supply voltage 3.2v-4.5v
- Typical power consumption in SLEEP Mode: 2.5mA.
- SIM300 tri-band
- MT, MO, CB, text and PDU mode, SMS storage SIM card
- Supported SIM Card: 1.8V, 3V

VI. STEPPER MOTOR
A stepper motor (or step motor) is a brushless DC electric motor that divides a full rotation into a number of equal steps. The position of the motor can then be commanded to move and hold at one of these steps without any feedback sensor (an open-loop controller), as long as the stepper motor is carefully sized to the appropriate application. In this project the stepper motor is used to move the locker towards the opening in the room and bring it back to the original position with accuracy.

VII. KEYPAD
The keypad is used to get the password from the customer in two different situations. Initially the RFID tag requires the password. Then the server requires the password to open the locker. In this the 4*4 matrix keypad is used. Since the passwords are four digit random numbers.
VIII. LCD DISPLAY

LCD stands for liquid crystal this is an output device with a limited viewing angle. The LCD is mostly preferred as an output device because of its cost of use and is better with alphabets when compared with a 7-segment LED display. Now a days we have so many kinds of LCD and our application requires a LCD with 2 lines, each line consist of 16 characters, the LCD receives data from the microcontroller and displays the same. It has 8 data lines and 3 control line. LCD has a supply voltage Vcc (+5v) and a GND. This low voltage supply makes the whole device user friendly by showing the balance left in the card. It also shows the card that is currently being used.

IX. MICROCONTROLLER

The security options are controlled by the microcontroller. The operating voltage is 2.0-5.5V with low power consumption. It is fully static design. The operating speed is 20MHZ. This microcontroller is 40 pins dual in line package. It has three timers with high speed. When compared to others it has high efficiency.

X. TEMPERATURE SENSOR

The LM35 series are precision integratedcircuit temperature sensors, the output voltage of the sensor is linearly proportional to the Celsius (Centigrade) temperature. The LM35 has an advantage over linear temperature sensors calibrated in § Kelvin, as the user is not required to subtract a large constant voltage from its output to obtain convenient Centigrade scaling.

**Features**
- Calibrated directly in § Celsius (Centigrade)
- Linear a 10.0 mV/§C scale factor
- 0.5§C accuracy guarantee able (at a25§C)
- Rated for full b55§ to a150§C range
- Suitable for remote applications
- Low cost due to wafer-level trimming
- Operates from 4 to 30 volts
- Less than 60 mA current drain
- Low self-heating, 0.08§C in still air
- Nonlinearity only g/4§C typical
- Low impedance output, 0.1 X for 1mA load

XI. BLOCK DIAGRAM

In the given block diagram, the controller of this arrangement is microcontroller PIC16F874A. The initial security levels are controlled by the computer. The keypad reads the password entered. Then the RFID tag is swiped. The RFID reads the customer details if the password is correct. Otherwise it will not allow the process of opening. The computer verification sends the result to the microcontroller.
If the security proceedings is authorised by the manager the stepper motor bring the appropriate locker to the opening. Then the server will generate the random password. It received in the customer mobile phone as a message with the help of GSM technology. If the password matches the locker will open. To avoid breakages with welding equipments the heat sensor block is provided. If the heat is high enough to melt the metal then the alarm goes on.

XII. CONCLUSION

The implemented project provides a locker system with RFID, password verification, GSM technology. It provides more security facilities. In this the future extension can be made by adding the Digital Image Processing for face recognition. It will ensure high security.
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Abstract: The Internet of Things (IoT) is the interconnection of uniquely identifiable embedded computing devices within the existing internet infrastructure. Delivering clinical information of patient at the point-of-care to physicians is critical to increase the quality of healthcare services, especially in emergency time. However, clinical data are distributed in different hospitals. It is sometimes difficult to collect clinical data of patient ubiquitously in case of urgency. In order to support the ubiquitous content accessing a resource model is first proposed to locate and get clinical data which are stored in heterogeneous hospital information systems using Hadoop Distributed File System. In the proposed method clinical data of patient is defined as resource with unique URL address. Related clinical data of one patient is collected together to form a combinational resource, and could be accessed by physician if authority is assigned to the physician, by using a mongo dB database technique efficiently in big data applications for better performance and scalability. This type of database support faster execution of queries compared to non-relational databases. By implementing the system that combines IoT with Big Data is built to provide quick and effective for different patients.

Keywords: Big Data, Decision support system (DSS), Internet of things (IoT), Resource model.

I. INTRODUCTION

In Recent years, Healthcare faces n-number problems, including high and rising expenditures, inconsistent quality of data and gaps in care and access data. For this reason, healthcare services represent a major position of government spending more money in most countries [1]. The amount of healthcare data in the world has been increasing enormously, and to analyses these large data set referred to as Big Data becomes a key basis of competition makes an innovation for productivity growth, new ideas and consumer surplus [2]. But the Big data means the data sets whose size is vast when compared to the ability of current technology method and theory to capture, manage, and process these data within an endurable lapsed time. Today, Big Data management provides viewpoints as a challenge for all IT companies. The solution to such a challenge is shifting increasingly from providing hardware to provisioning more manageable software solutions [3]. Big data also brings new opportunities and critical challenges to industry and academia [4] [5]. In Internet of things (IoT) technologies is present enormous potential for the high-quality and more convenient healthcare servicing. By employing these technologies in the activities of healthcare servicing doctors are able to access different kinds of data resources online quickly and easily, helping to make emergency medical decisions, and reducing costs in the process[6].
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system, clinical decision support system will be a technical architecture takes full advantage of Electronic Health Record (EHR), patient databases, domain expert knowledge bases like decision support system, available technologies and standards to provide efficient decision-making support for healthcare professionals [7].

II. LITERATURE SURVEY

JayavardhanaGubbi, RajkumarBuuya, [8] proposed system is to deploy large-scale, platform-independent, wireless sensor network infrastructure that includes data management and processing, actuation and analytics. It is often quite important to take advantage of the benefits of metadata for transferring the information from a database to the user via the Internet.

Marisol García-Valls, Pablo Basanta-Val, [9] proposed were the level of hardware, networked embedded systems (NES) are becoming a cloud of hundreds, and even thousands, of heterogeneous nodes connected by means of heterogeneous networks as well; they are now used in various domains such as cloud or grid.

Keling DA, Marc DALMAU, Philippe ROOSE, [10] proposed system is context collector first collects information on the operating environment from the operating system and the user context.

Li Da Xu, [11] proposed is to be properly managed, the integration of KM and ERP becomes a strategic initiative for providing competitive advantages to enterprises. ERP III enables ES applications to transform an enterprise into a knowledge-based learning organization and to capture know-how for developing business solutions.

Olugbara, Mathew, O. Adigun, [12] proposed system in these paper can enable improved quality of healthcare by eliminating variation and dichotomy in healthcare services and misuse of healthcare resources.

Boyi Xu, Li Da Xu, [13] proposed system is it based on emergency system.it will be collected the information about the patient and stored in a could.it will access by distributed system.It can be access the patient data in a emergency time.by using IoT it more flexibly to provide at time of emergency medical services.It can be support the data accessing in mobile computing platform.

III. DISADVANTAGES OF EXISTING SYSTEM

1) No importance to decision making
2) Information are handled within their local system administrator.it will not support for heterogeneous formats.
3) It is on unified data model and semantic data explanation by ontology in data storage (Sql) and accessing.
4) Health Book contains patient’s medical information like previous medical histories.

IV. PROPOSED SYSTEM

The proposed system, the clinical data of patient is defined as resource with unique URL address. It is access the patient information by the thumb finger authentication it useful for the emergency situations. The clinical data of one patient is collected together to form a combinational resource in cloud, and could be accessed by physician if authority is assigned to the physician, by using a mongo dB database technique efficiently in big data applications(by hdfs) for better performance and scalability. This type of database support faster execution of queries compared to non-relational databases. By implementing the system that combines IoT with Big Data is built to provide quick and effective for different patients

A. Authentication

Authenticity of the Patient is the main issue in now day’s internet of things such as distributed file system. The Password has been the most share to provide the patients information. Hash code is generated for the patients in unique id and it is stored in the hospitals used for authentication mechanism which is subjected to online attacks (it is provides from online hacker). To give solution for this problem one of the process using for authentication is BIOMETRIC based Cryptography scheme to address the authentication issues. This methodology proposes the finger print image which is obtained from the user is Steganographed with PIN NUMBER of the user and the Steganographed image which in turn is divided into two shares. One share is stored in the hospitals database and the database. One Time Password(OTP) is used every time to ensure the trusted submission of shares. The system not only ensures the secured transaction of process but also verifies the true identity of the person through one time password. The patients present the share during all of his/her transactions after entering the OTP. When the patients present his share the hash code is generated and compared with the database value. If it matches, the shares are databases to get the original Steganographed image. Again, the Desteganography process is carried on to obtain the original finger print image and the PIN NUMBER. The user is allowed to proceed further only after this authentication. This process ensures proper security scheme[18].

B. Hadoop distributed file system(hdfs)

The HDFS (Hadoop distributed file system) is a open-source platform. It is as some advantages more scalable and reliable. The Hadoop frameworks will allow for the distributed processing of large (million) number data sets to clusters from computers using small programming models. It is use full to scale up from one server to ten thousands of machines. Another advantages in hadoop distributed file system the hardware to deliver high availability. The Hadoop has two components such as and MapReduce. HDFS used for data storage and Map Reduce for data processing. HDFS will “just work” under a variety of physical and systemic circumstances. By
distributing storage is useful for computation across multi servers, the combined storage resource can reduce the size of the server and will very efficiency at every size.

![Figure 4] Hadoop distributed file system

C. Map reduce

HDFS was designed to be a scalable, fault-tolerant, distributed storage system that works closely with Map Reduce. Map Reduce is used to execute the MongoDB query and provide the parallel processing over a large number of nodes to simplify the data[17]. Finally, the MongoDB query language is created for the graph and the data is retrieved from the HDFS.

![Figure 5] Map Reduce

D. Resource description framework (RDF)

Semantic Web is based on RDF, which integrates a variety of applications by using extensible markup language (XML) for syntax and universal resource identifier (URI) for naming. RDF [20] is an assertional language intended to be used to express propositions via precise formal vocabularies. An RDF data model is similar to conceptual modeling approaches, as it is based on the idea of making statements about resources.

The fundamental unit of RDF is a triple that is used to describe the relationship between two things. Its formal definition is <subject, predicate, object>, in which subject denotes a resource, and predicate denotes properties or aspects the resource and expresses in relationship between the resource and the object [19].
E. Decision support system (DSS)

Data + Analysis = Decision Support

A clinical decision-support system is any computer program designed to help health professionals make clinical decisions. In a sense, any computer system that deals with clinical data or medical knowledge is intended to provide decision support. Three types of decision-support function, ranging from generalized to patient specific.

E1. BENEFITS OF USING THE DSS

1) Time savings: The time savings that have been documented from using computerized decision support are often substantial [16].

2) Cost reduction: DSS cost saving from labor savings in making decisions and from lower infrastructure or technology costs.

3) Allows for faster decision-making.

4) Provides more evidence in support of a decision.

V. ADVANTAGES IN PROPOSED SYSTEM

1) Full advantage it is the available Internet technology. Information is transferred from a database to the user via internet.

2) Large amount of data can be gathered, access time of data very less.

VI. EXPERIMENTAL SETUP

Our experiments use the Windows XP operating system with Intel processor, 4-Gbyte RAM with a clock speed as 1.8 GHz. The capacity of the Hard disk drive is 1TB. The tools and database such as Hadoop 0.18.10 and Mongodb are installed in the system. Our approaches are implemented in Java language with the version JDK 1.7 and running in eclipse-SDK-3.3.1.1.

VII. DATA MODEL FOR IOT URGENCY MEDICAL SERVICES

A healthcare service is a dynamic process that includes the pre-treatment, in-treatment, post-treatment are shown in fig.6.

VIII. CONCLUSION

Innovative uses of IoT technology in healthcare not only bring benefits to hospitals (doctors and managers) to access wide ranges of data sources but also challenges in access heterogeneous IoT data, especially at real time IoT application systems. The big data and mongodb accumulated by IoT devices creates the easy for the IoT data accessing is fast, easy and quickly with more efficiency. It will reduce the time complexity at emergency services.
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Abstract: In this paper we discuss about the forest fire prediction and alert system using big data technology. Forest fire is considered as one of the major natural disaster. Our method is to collect and analyze the data from wireless sensor using hadoop tool to predict the forest fire before it occurs. Here we use machine learning tool called as Mahout which is used for clustering and filtering the datasets and it can be able to predict the valid output. By using GSM we can give alert message to people so that they can relocate to a safety place immediately, when fire occurs. Signal and Infrared image processing is used to monitor the signals and images of the entire forest for every 30 min and those data will be stored in datasets, by using those data we can be able to predict the forest fire in advance.
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INTRODUCTION

Several million acres of forest are destroyed every year due to forest fire. Forest fire not only destroys many valuable trees but also destroys the vegetation in that area. 90% of the forest fire occurs due to humans. “Crown Fires” are spread quickly by wind moving across the tops of trees. "Running crown fires" are more dangerous because they burnt extremely hot, travel rapidly, and can change direction quickly. Lightning strikes the earth over 100000 times a day. 10 to 20% of these lightning strikes can cause fire. Forest fire is one of the major causes of global warming as ton of greenhouse gases are emitted into the atmosphere. Nowadays the detection mechanisms are used for watching towers, satellite imaging, long distance video recording, etc. But it will not provide any quicker response which is most important in forest fire detection. Video surveillance is a low cost system but it produces false alarm due to environmental condition like fog, clouds, dust and human activities. Another method is used to take snapshot of the forest by using visual camera, and it will be placed on the towers to cover the maximum area of the forest. A motor is used to rotate the camera 360° so that we get the full view of the forest. The images obtained using these cameras are processed by using a program or a code. These images are used to find forest fire by comparing it with the normal images. The major advantage of this method is that the system can be programmed to take into considerations of the environmental conditions and the effect of fog or clouds that can be eliminated. The serious disadvantage is that it may sometime do not predict the fire considering the signals are due to environmental conditions. We also need to build towers to place the camera at a higher position so that it may increase the cost of the system. A good and effective method is the use of wireless sensor network. In this method the sensor module is deployed in the forest manually or through a helicopter. The sensor module consists of multiple sensors like temperature sensor, humidity sensor, etc. They collect the target environment information and continuously transfer it to the control center where the necessary process is carried out. Sensor nodes are less costly and even if it gets damaged in fire it won’t be a great loss. WSN has the property of self configuration and hence...
need not be organized manually. GSM can be used to track the exact location of the fire that can be easily obtained and the nearest fire service can also be easily informed by using GSM.

II. METHODOLOGY

Big data is used to store huge amount of data that can be analyzed later. The data will be in the form of structured, unstructured or semi structured. Big data uses Hadoop tool for storing huge amount of data. In forest fire prediction, the data will be collected and stored in hadoop as unstructured form. Hadoop ecosystem components are pig, hive, map reduce, HDFS. Map reduce is a programming model, and an associated implementation for processing and generating large data sets with parallel and distributed algorithm on a cluster. In forest fire prediction Map Reduce plays an important role in forest fire prediction because it is used to reduce the large datasets into simpler datasets. Hive is the data warehouse infrastructure built on top of hadoop for providing data, query, analysis. Apache hive supports analysis of large datasets stored in hadoop's HDFS. I provides an SQL like language called HiveQL and it is use to convert data into map reduce. To accelerate queries in hadoop it provides indexes and bit map indexes. We use hadoop tool to store the data of forest fire prediction for analyzing. Hive is used to analyze the datasets of forest fire that are stored in hadoop HDFS. We can use machine learning tool to collect the temperature, rare trees, weather, gas, etc. it is used to store the scalability of large datasets. Mahout tool is one of the machine learning tool used in hadoop ecosystem. It’s OS is independent. Mahout tool is used to filter and classify the datasets based on keyword. Cameras are used for monitoring the entire forest. Signal processing and Infrared image processing is also used to monitor the signal and image of the entire forest. By using the signal processing and multi sensor we can get an alert message from the server and can be able to predict the fire in advance.

III. PROPOSED FIRE DETECTION MECHANISM

The proposed method consists of varieties of standalone boxes, and each box consisting of various sensors like humidity and temperature sensors. These boxes are spread around the entire forest area, so that we can be able to monitor the entire forest area.

3.1. Sensor Deployment

Sensor deployment is one of the most significant factor as it determines the efficiency of the entire system
1. The entire forest with minimum number of nodes should be covered by the sensor
2. The rate of spread of fire can be calculated easily, only if the distance between the sensor are equal
3. The sensors must be positioned such that false alarms are avoided. These sensors collect the data wirelessly and transmit the data to a base station. The sensors form a cluster and are active always. They sense the parameters every 15 minutes and if there is a possibility of fire detected then the parameters will be measured every 2 minutes. This purpose is to reduce the usage of battery power. These sensors cannot be powered using electricity so they need to be deployed deep into the forest. Solar panels are used for powering the rechargeable batteries.

3.2 Topology Design

Based on the density of trees in the area, the topology of the sensor nodes must be preplanned. When the density of trees is more then there are more chances of fire as the trees more often rub each other producing heat due to friction. In such cases the number of sensors deployed must be higher. While considering the energy restriction the detection of forest fire as early as possible must not be compromised.

IV. MATERIAS USED

4.1 Temperature Sensor

One of the main changes that happen when a fire occurs is the increase in temperature of the environment. This might be considered as the cause of forest fire or due to change in temperature during summer. Due to forest fire the change in temperature can be differentiated from other environmental factors as the rate of change of temperature due to fire will be rapid. Here we use LM35 is as fire sensor and this can be able to measure the temperature only in the range of -35°C to 150°C

4.2 Humidity Sensor

By measuring humidity We can detect and predict fire greatly. When a fire occurs the air becomes dry and the humidity will be low. And there is a maximum possibility of occurrence of fire when the air is dry than being moisture.

4.3 Battery

The battery used for this project must be rechargeable, small, light, cheap, environmental friendly, fast in charging and discharging, reliable, long lasting, etc. Not all these are satisfied in one battery but Liion battery seems to suit this purpose.

4.4 GSM

Global System For Mobile Communication is a digital mobile telephony system that is widely used in every parts of the world. GSM is used to send alert messages to the neighbor areas quickly. It is the most widely used in three digital wireless telephony technologies (TDMA, GSM, and CDMA). GSM digitizes and compresses data, then sends it down a channel with two other streams of user data, each in its own time slot. It operates at either the 900 MHz or 1800 MHz frequency band. GSM is used to send status about the occurrence of fire in the forest. GSM is interfaced to the microcontroller through RS 232 to USART terminals.

4.5 Zig Bee
Zigbee is a specification for communication in a wireless personal area network (WPAN). Zigbee is based on an IEEE 802.15 standard. It consumes low power with transmission distance of 10 to 100 meters line of sight. It can transmit data over long distance through intermediate devices such as by forming mesh network. Zigbee has a defined rate of 250 Kbit/s, and best suited for intermittent data transmissions from a sensor or input device. It is simple to use and much less expensive than other WPANs such as Bluetooth and Wi-Fi.

V. ALGORITHM
1. All the nodes should be initialized and synchronized to same clock
2. A cluster of nodes will be connected to a base station, and all the base station are connected to the control center
3. When humidity of air is high, LM 35 senses the temperature and transmit it to the base station every 30 minutes
4. When the humidity of the air reduces there is more possibility for the fire hence the rate of measurement will be increased to every 15 minutes
5. If the temperature is less than the threshold value then the node enters the sleep state else the sensor continuously senses the temperature and transmits the result to the base station
6. When a node senses fire it sends a danger packet to its neighboring nodes and the timer is started and it will run till it gets a fire alert. This is to calculate the rate of spread of fire and the direction of spread
7. The base station collects all the values and calculates the rate and direction of spread of fire
8. Through the GSM, alert messages is sent to nearby villages to relocate the people to a safe locality. This is a simple method where we have a less overhead in the data packets, and this topology is easy to expand. The energy consumption is also less as the node senses the parameters only on certain intervals which are controlled by the base station

VI. WORKING OF FIRE DETECTOR
6.1 Prediction of fire
It is necessary for us to detect the fire as early as possible and it would be better if it is predicted in advance. The fire usually occurs when the humidity of the air is lower and the temperature is higher. Thus if the humidity of the air is below a threshold value and the temperature is higher than the threshold value then an alert signal is sent to the control center. After the alert signal is given to control signal we can relocate our area or else we can predict ourselves from the fire. Once the fire is predicted at a particular location then the necessary precautionary measures are carried out. The fire may occur even without being predicted. This prediction will work only when the fire arises due to increase in the relative temperature but when the fire occurs due to incidents such as lightning or manmade events or due to crown fires then the fire cannot be predicted.

6.2 Detection of fire
When the temperature in a particular node gets increased over a fixed threshold value then the alert is sent to the control center. The threshold value will always be fixed above the maximum temperature which is experienced in that particular region to avoid any false alarm due to the increase in atmospheric temperature. As soon as the fire is detected in a particular node the alarm will be sent to the control center and also to the neighboring nodes. Once the nearer nodes get the alert, timer gets started and it run till the nearer node detects the fire. This is used to find the rate of spread of the fire in the forest. When the rate of spread is known then the necessary action can be taken immediately. All the nodes are equally spaced in order to easily find the rate of spread of fire. The rate of spread directly depends on the speed of air blowing. And also the fire usually spreads upwards in a hilly area. These are taken into considerations while designing the detection system.

6.3 Finding the direction and rate of spread of fire
The direction of spread of fire is more important to prevent further damage to the forest and wildlife. This can be obtained by using the data collected from the sensor nodes. Normally the fire spreads in all the directions hence when a fire is detected in a node then it sends danger alert packets to all the neighboring nodes and all the neighboring nodes start a timer and measure the time between the reception of the alert packets and the detection of fire. This is done for all the neighboring nodes.

In the above method the middle node 5 detects the fire first and it sends alert packets to all eight neighbors. If any one of the node interrupts it won’t affect the remaining nodes, because we can provide secondary node for all nine nodes. Backup should be available in the secondary node and it will be analyzed for every half an hour. Hence the rate of spread of fire in all the eight directions can be found.

\[
\text{Rate of spread of fire} = \frac{\text{Distance between two nodes}}{\text{Time interval between reception of alert and fire detection}}
\]

VII. CONCLUSION

The objective of this paper is to reduce the damage and destruction that are caused by the forest fire to the life and property of humans and also wild animals. Apart from early detection of forest fire we have also attempted to predict the fire in advance with the help of the data obtained from the sensors that are deployed in the forest.
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INTRODUCTION

In MANET there is no fixed communication infrastructure. Each node is free to move in an arbitrary manner. Hence it is necessary for nodes to maintain updated position information with the immediate neighbor. Also there will be frequent changes in the topology of the mobile nodes in MANET. In geographic routing, the destination node and the node in the forwarding path can be mobile. In such case it is necessary to reduce the effects caused by the changing topology, which is a difficult task in geographic routing to reconstruct the network topology in presence of changing topology. To obtain the location of node’s neighbor, each node exchanges its location information with its neighbor by periodic broadcasting of beacons. This periodic beaconing is not fair in terms of update cost collision of, packet delivery ratio and may lead to collision of data packet with beacon packet. To overcome this drawback, in this paper we propose an efficient beacon scheme called GPSR (Greedy Perimeter Stateless Routing Protocol) which dynamically adjust the frequency for beacon update based on nodes mobility. GPSR comprises two rules: The first rule, referred as Mobility Prediction (MP), which is used to significantly reduce the frequency of beacon overhead. The second rule, referred as On-Demand Learning (ODL), aims at improving the accuracy of local topology among the communicating nodes. Certain nodes considering their limited resources, mainly energy do not forward the data packet to its successive node although they are considered as active nodes in the neighbor list configuration. These nodes are identified as false nodes or selfish nodes and they are removed from the neighbor list and an alternate path is chosen to forward the packet. In this paper, we propose to reduce the beacon packet overhead and identify the false node in MANET.

2 LITERATURE SURVEY:

We gone through some of the literatures and acquired knowledge for choosing technique for efficient routing.

1) "False Node Detection Algorithm in Cluster Based MANET" Mobile Ad hoc network are collection of mobile nodes that can dynamically form temporary networks, it is necessary to bring the smart technologies in the Ad hoc network environment. Huge amount of time and resources are wasted while travelling due to traffic congestion. The idea behind clustering is to group the network nodes into a number of overlapping clusters. In the clusters of MANET the resource constraints leads to a big problem as decrease in performance and the network partitioning leads to poor data accessibility due to false and selfish node. In our proposal the MANET area has been split into a number of size clusters having cluster head and storage capability according to connectivity degree, RSS (relative signal strength) as per the cluster formation algorithm given. In this cluster architecture they try to find false node inside clusters of MANET using a modified algorithm and try to remove them. Inside the cluster one node that manages the cluster activities is cluster head. Inside the cluster, there are ordinary nodes also that have direct access only to this one cluster head, and gateway. Gateways are nodes that can hear two or more cluster heads. Ordinary nodes send the packets to their cluster head that either distributes the packets inside the cluster, or (if the destination is outside the cluster) forwards them to a gateway node to be delivered.
to the other clusters. Several nodes will be take part in the MANET for data forwarding and data packets transmission between source and destination. They must forward the traffic which other nodes sent to it. Among all the nodes some nodes will behave selfishly, these nodes are called selfish nodes. In our paper called selfish node as false node. Selfish nodes only to cooperate partially or not at all, with other nodes. These selfish nodes could then reduce the overall data accessibility in the network. Selfish nodes use the network for their own communication, but simply decline to cooperate in forwarding packets for other nodes in order to save battery power. In the clusters of MANET the false nodes leads to a big problem as increase congestion. The idea behind splitting MANET into a number of size clusters having cluster head and storage capability as per the cluster formation algorithm given. But cluster formation is very difficult in MANET.

2) “Adaptive Position Update for Geographic Routing in Mobile Ad-hoc Networks” - In geographic routing, nodes need to maintain up-to-date positions of their immediate neighbors for making effective forwarding decisions. Periodic broadcasting of beacon packets that contain the geographic location coordinates of the nodes is a popular method used by most geographic routing protocols to maintain neighbor positions. We contend and demonstrate that periodic beaconing regardless of the node mobility and traffic patterns in the network is not attractive from both update cost and routing performance points of view. We propose the Adaptive Position Update (APU) strategy for geographic routing, which dynamically adjusts the frequency of position updates based on the mobility dynamics of the nodes and the forwarding patterns in the network. APU is based on two simple principles: (i) nodes whose movements are harder to predict update their positions more frequently (and vice versa), and (ii) nodes closer to forwarding paths update their positions more frequently (and vice versa). Our theoretical analysis, which is validated by NS2 simulations of a well known geographic routing protocol, Greedy Perimeter Stateless Routing Protocol (GPSR), shows that APU can significantly reduce the update cost and improve the routing performance in terms of packet delivery ratio and average end-to-end delay in comparison with periodic beaconing and other recently proposed updating schemes. The benefits of APU are further confirmed by undertaking evaluations in realistic network scenarios, which account for localization error, realistic radio propagation and sparse network.

3) “EAACK-A Secure Intrusion Detection System for MANET”. The migration to wireless network from wired network has been a global trend in the past few decades. The open medium and wide distribution of nodes make MANET vulnerable to malicious attackers. A new technique EAACK (Enhanced Adaptive Acknowledgement) method designed for MANET was proposed for intrusion detection. EAACK demonstrates higher malicious-behavior-detection rates in certain circumstances while does not greatly affect the network performances. MANET is vulnerable to various types of attacks because of open infrastructure, dynamic network topology, lack of central administration and limited battery based energy of mobile nodes. But most of these schemes become worthless when the malicious nodes already entered the network or some nodes in the network are compromised by attacker. Such attacks are more dangerous as these are initiated from inside the network. Routing protocols are generally necessary for maintaining effective communication between distinct nodes. Routing protocol not only discovers network topology but also built the route for forwarding data packets and dynamically maintains routes between any pair of communicating nodes. Routing protocols are designed to adapt frequent changes in the network due to mobility of nodes. MANET is capable of creating a self-configuring and self-maintaining network without the help of a centralized infrastructure, which is often infeasible in critical mission applications like military conflict or emergency recovery.

3.1 PROBLEM DEFINITION:
The problem with AODV(Ad-hoc Ondemand Distance Vector Routing) is that there is route setup latency when a new route is needed, because AODV queues data packets while discovering new routes and the queued packets are sent out only when new routes are found. This situation causes throughput loss in high mobility scenarios, because the packets get dropped quickly due to unstable route selection. Similarly, periodic beaconing used in AODV is not suitable for all nodes. Adaptive Position Strategy(APU) can be used to overcome this.

3.2 PROBLEM DESCRIPTION:
In geographic routing, nodes need to maintain up-to-date positions of their immediate neighbors for making effective forwarding decisions. Periodic broadcasting of beacon packets that contain the geographic location coordinates of the nodes is a popular method used by most geographic routing protocols to maintain neighbor positions. To demonstrate the periodic beaconing regardless of the node mobility and traffic patterns in the network is not attractive from both update cost and routing performance points of view. Adaptive Position Update (APU) strategy for geographic routing, which dynamically adjusts the frequency of position updates based on the mobility dynamics of the nodes and the forwarding patterns in the network. APU is based on two simple principles: (i) nodes whose movements are harder to predict update their positions more frequently (and vice versa), and (ii) nodes closer to forwarding paths update their positions more frequently (and vice versa). A poorly adjusted rate of beacon transmissions may lead to vast resource usage (power and bandwidth) on one side, or may lead to poor throughput on the other side. We use a general model without assuming a particular mobility model. The model is instantiated for periodic and exponential beaconing and it is then applied to compare two-way beaconing with one-way beaconing. The disadvantage of this protocol is it is not scalable in large networks and it does not support asymmetric links. Periodic beaconing consumes network bandwidth, increase update cost, end-to-end delay. Thus Packet delivery ratio will get decreased. Beacon packets traffic will be overhead for data packets and most of the data packets will be dropped. Average end-to-end delay is more in periodic beaconing, because neighbor list is updated periodically not based on mobility.
of nodes. False nodes in the routing path affects routing performance. These nodes do not forward data packets in order to save their energy. Alternate path for forwarding should be chosen. The unreachability of even a small fraction of destinations on static networks because of the failure of the no-crossing heuristic is also problematic; such routing failures are permanent, not transitory. The power of greedy forwarding to route using only neighbor nodes’ positions comes with one attendant drawback: there are topologies in which the only route to a destination requires a packet move temporarily farther in geometric distance from the destination. In Distance Source Vector (DSV) routing, by caching the negative information, the link may get broken, this cause the problem in the system. Source routes in use may be automatically shortened if one or more intermediate hops in the route become no longer necessary.

4.1 GPSR PROTOCOL:

Greedy Perimeter Stateless Routing (GPSR), a novel routing protocol for wireless datagram networks that uses the positions of routers and a packet’s destination to make packet forwarding decisions. Geographic routing is also called georouting or position based routing which is a routing principle that relies on geographic position information. It is mainly proposed for wireless networks and based on the idea that the source sends a message to the geographic location of the destination instead of using the network address. The idea of using position information in the area of packet radio networks and interconnection networks. Geographic routing requires that each node can determine its own location and that the source is aware of the location of the destination. With this information a message can be routed to the destination without knowledge of the network topology or a prior route discovery. GPSR makes greedy forwarding decisions using only information about a router’s immediate neighbors in the network topology. When a packet reaches a region where greedy forwarding is impossible, the algorithm recovers by routing around the perimeter of the region. GPSR scales better in per router state than shortest path and adhoc routing protocols as the number of network destinations increases. GPSR can use local topology information to find correct new routes quickly. However, in situations where nodes are mobiles or when nodes often switch off or on, the local topology rarely remain static. Hence, its necessary that each node broadcasts its updated location information to all of its neighbors. These location updated packets are usually referred as a beacons. Greedy perimeter stateless routing protocol shows that APU can significantly reduce the update cost and improve the routing performance in terms of packet delivery ratio and average end to end delay in comparison with periodic beaconing and other recently proposed updating schemes. GPSR protocol use extensive simulation of mobile wireless networks to compare its performance with Dynamic Source Routing. In networks of wireless stations, communication between source and destination nodes may require traversal of multiple hops, as radio ranges are finite. A community of adhoc network researchers has proposed, implemented, and measured a variety of routing algorithms for such networks. The observation that topology changes more rapidly on a mobile, wireless network than on wired networks, where Link State Protocol is used. In a linkstate protocol, the only information passed between the nodes is information used to construct the connectivity maps. GPSR benefits from geographic routing use of only immediate neighbor information in forwarding decision. GPSR allows nodes to figure out who its closest neighbors are also close to the destination the information is supposed to travel.

4.2 MOBILITY PREDICTION RULE:

A Mobile Ad hoc NETwork (MANET) is a collection of wireless mobile nodes forming a network without using any existing infrastructure. All mobile nodes function as mobile routers that discover and maintain routes to other mobile nodes of the network and therefore, can be connected dynamically in an arbitrary manner. The mobility attribute of MANETs is a very significant one. The mobile nodes may follow different mobility patterns that may affect connectivity, and in turn protocol mechanisms and performance. Mobility prediction may positively affect the service-oriented aspects as well as the application-oriented aspects of ad hoc networking. At the network level, accurate node mobility prediction may be critical to tasks such as call admission control, reservation of network resources, pre-configuration of services and QoS provisioning. At the application level, user mobility prediction in combination with user’s profile may provide the user with enhanced location-based wireless services, such as route guidance, local traffic information and on-line advertising. In this chapter we present the most important mobility prediction schemes for MANETs in the literature, focusing on their main design principles and characteristics. This rule adapts the beacon generation rate to the frequency with which the nodes change the characteristics that govern their motion (velocity and heading). The motion characteristics are included in the beacons broadcast to a node’s neighbors. The neighbors can then track the node’s motion using simple linear motion equations. Nodes that frequently change their motion need to frequently update their neighbors, since their locations are changing dynamically. On the contrary, nodes which move slowly do not need to send frequent updates. A periodic beacon update policy cannot satisfy both these requirements simultaneously, since a small update interval will be wasteful for slow nodes, whereas a larger update interval will lead to inaccurate position information for the highly mobile nodes. The MP rule, thus, tries to maximize the effective duration of each beacon, by broadcasting a beacon only when the predicted position information based on the previous beacon becomes inaccurate. This extends the effective duration of the beacon for nodes with low mobility, thus reducing the number of beacons. Further, highly mobile nodes can broadcast frequent beacons to ensure that their neighbors are aware of the rapidly changing topology. This rule adapts the beacon generation rate to the mobility of nodes. Nodes which contains highly mobile need to frequently update their neighbors since their locations are changing dynamically. At the same time, nodes which move slowly do not need to send frequent updates. This MP rule adapts the beacon generation rate to the frequency with which the nodes change the characteristics that govern their motion (velocity). The motion characteristics are included in the beacons broadcast to a node’s neighbors. The neighbors can then track the node’s motion using simple linear motion equations. Nodes that frequently change their motion need to frequently update their neighbors, since their locations are changing dynamically. Nodes which move slowly do not need to send frequent updates. A periodic beacon update policy cannot satisfy both these requirements simultaneously, since a small
update interval will be wasteful for slow nodes, whereas a larger update interval will lead to inaccurate position information for the highly mobile nodes.

4.2.1 Example of MP Rule

4.2.2 Drawback of MP Rule

<table>
<thead>
<tr>
<th>Variables</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>(X\textsubscript{i},Y\textsubscript{i})</td>
<td>The coordinate of node \textit{i} at time \textit{T}_i (included in the previous beacon)</td>
</tr>
<tr>
<td>(Vx,Vy)</td>
<td>The velocity of node \textit{i} along the direction of the \textit{x} and \textit{y} axes at time \textit{T}_i (included in the previous beacon)</td>
</tr>
<tr>
<td>\textit{T}_i,\textit{T}_c</td>
<td>The time of the last beacon broadcast and current time</td>
</tr>
<tr>
<td>(Xp,YP)</td>
<td>The predicted position of node \textit{i} at the current time</td>
</tr>
</tbody>
</table>

4.3 ON DEMAND LEARNING RULE:
A node broadcasts beacons response to data forwarding activities that occur in the vicinity of that node. Whenever a node overhears a data transmission from a new neighbor, it broadcasts a beacon as a response, it implies a neighbour who is not contained in the neighbor list of this node. A node waits for a small random time interval before responding with the beacon to prevent collisions with other beacons. The location updates are piggybacked on the data packets and that all nodes operate in the promiscuous mode, which allows them to overhear all data packets transmitted in their vicinity. Since the data packet contains the location of the final destination, any node that overhears a data packet also checks its current location and determines if the destination is within its transmission range. According to this rule, whenever a node overhears a data transmission from a new neighbor, it broadcasts a beacon as a response. By a new neighbor, we imply a neighbor who is not contained in the neighbor list of this node. In reality, a node waits for a small random time interval before responding with the beacon to prevent collisions with other beacons. Recall that, we have assumed that the location updates are piggybacked on the data packets and that all nodes operate in the promiscuous mode, which allows them to overhear all data packets transmitte in their vicinity. In addition, since the data packet contains the location of the final destination, any node that overhears a data packet also checks its current location and determines if the destination is within its transmission range. If so, the destination node is added to the list of neighboring nodes, if it is not already present. Note that, this particular check incurs zero cost, i.e., no beacons need to be transmitted. The MP rule solely may not be sufficient for maintaining an accurate local topology. In the worstcase, assuming no other nodes were in the nearby range, the data packets would not be transmitted at all here. To maintain a more accurate local topology devise a mechanism in those regions of the network. This is precisely On-Demand Learning (ODL) rule aims to achieves this. As the name suggests, a node broadcasts beacons packet on-demand, i.e., in response to data forwarding node that occur in activities involve the vicinity of that node. According to this rule, whenever a node overhears a data transmission from a new neighbor, it broadcasts a beacon as a response. Node waits for a small random time interval before responding with the beacon to prevent collisions with other beacon. In addition, since the data packet contains the location of the final destination, any node that overhears data packet also checks its current location and determines if the destination is within its transmission range. If so, the destination node is added to the list of nodes neighbor if it is not added. Note that, this particular check incurs turns to zero cost, i.e., no beacons need to be transmitted.

4.4 FALSE NODE DETECTION:
The nodes participating in the packet forwarding should co-operate, if these nodes are not forwarding the packets to the destination then these nodes are considered as the selfish nodes. These selfish nodes detection is an important factor in the network performance. The detected selfish nodes are avoided from the routing path to avoid the lost of the packets. The amount of packets can be saved from these selfish nodes and thus can enhance the network performance through the detection of these nodes. Selfish nodes are inclined to get the greatest profits from the networks and at the same time these nodes trying to conserve their own resources like bandwidth, batterylife or hardware. A selfish node only communicates to other nodes if its data packet is required to send to some other node and refuses to cooperate other nodes whenever it some data packets or routing packets are received by it that it has no interest in. Hence data packets are either refused to retransmit or are dropped for being received by a selfish node. The nodes which don’t send RREQ packets don’t impact the network, this sort of selfish nodes can increase end to end delay because the number of nodes in the transmission path will increase. If a hello message is not accepted from a neighbour inside two seconds of the last message, connectivity lost is determined to that neighbor node.

5.1 FLOWCHART:
5.3 SYSTEM CONFIGURATION

5.3.1 HARDWARE CONFIGURATION:
Processor : Intel Pentium dual core
RAM : 2 GB
Clock speed : 1.6 GHz
Hard disk : 40 GB

5.3.2 SOFTWARE CONFIGURATION:
Operating System : Windows XP /Red Hat Linux 9.0
Tools : NS2
Languages : TCL/Tk, awk, GCC

6.1 ADAPTIVE POSITION UPDATE:
In this paper, we propose a novel beaconing strategy for geographic routing protocols called Adaptive Position Updates strategy (APU). Our scheme eliminates the drawbacks of periodic beaconing by adapting to the system variations. APU incorporates two rules for triggering the beacon update process. The first rule uses a simple mobility prediction scheme to estimate when the location information broadcast in the previous beacon becomes inaccurate. The next beacon is broadcast only if the predicted error in the location estimate is greater than a certain threshold, thus tuning the update frequency to the mobility of the nodes. The second rule proposes an on-demand learning strategy, whereby beacons are exchanged in response to data packets from new neighbors in a node’s vicinity. This ensures that nodes involved in forwarding data packets maintain a fresh view of the local topology. On the contrary, nodes that are not in the vicinity of the forwarding path are unaffected by this rule and do not broadcast beacons. By reducing the beacon updates, APU reduces the power and bandwidth utilization, resources which are scarce in MANETs. It also decreases the chance of link-layer collisions with the data packets and consequently reduces the end-to-end delay. Note that, APU simply governs the beacon update strategy and is hence compatible with any geographic routing protocol. In this work, we have incorporated the APU strategy within GPSR (Greedy Perimeter Stateless Routing) [2] as a representative example. We have carried out simulations to evaluate the performance improvement achieved by APU with randomly generated network topologies and mobility patterns. We have also performed some initial experiments with realistic movement patterns of buses in a metropolitan city. Our initial results indicate that APU significantly reduces beacon overhead without having any noticeable impact on the data delivery rate.

6.2 GPSR (GREEDY PERIMETER STATELESS ROUTING PROTOCOL):
Greedy Perimeter Stateless Routing, GPSR, is a responsive and efficient algorithm before it, which use graph-theoretic notions of shortest paths and transitive reachability to find routes. GPSR exploits the correspondence between node and connectivity in a wireless network, by using the positions of nodes to make packet forwarding decisions. In this paper, we aim at reducing the beacon overhead. In case of MANET Upon initialization, each node broadcasts a beacon informing its neighbors about its presence and its current location and velocity. Following this, in most geographic routing protocols such as GPSR, each node periodically
broadcasts its current location information. The position information received from neighboring beacons is stored at each node. Based on the position updates received from its neighbors, each node continuously updates its local topology, which is represented as a neighbor list. Only those nodes from the neighbor list are considered as possible candidates for data forwarding. Thus, the beacons play an important part in maintaining an accurate representation of the local topology. GPSR uses greedy forwarding to forward packets to nodes that are always progressively closer to the destination. In regions of the network where such a greedy path does not exist (i.e., the only path requires that one move temporarily farther away from the destination), GPSR recovers by forwarding in perimeter mode, in which a packet traverses successively closer faces of a planar sub graph of the full radio network connectivity graph, until reaching a node closer to the destination, where greedy forwarding resumes. GPSR makes greedy forwarding decisions using only information about a router’s immediate neighbors in the network topology. When a packet reaches a region where greedy forwarding is impossible, the algorithm recovers by routing around the perimeter of the region. By keeping state only about the local topology, GPSR scales better in per-router state than shortest-path and ad-hoc routing protocols as the number of network destinations increases. Under mobility’s frequent topology changes, GPSR can use local topology information to find correct new routes quickly.

**Greedy Forwarding:** As mentioned in the introduction, under GPSR, packets are marked by their originator with their destinations’ locations. As a result, a forwarding node can make a locally optimal, greedy choice in choosing a packet’s next hop. Specifically, if a node knows its radio neighbors’ positions, the locally optimal choice of next hop is the neighbor geographically closest to the packet’s destination. Forwarding in this regime follows successively closer geographic hops, until the destination is reached. An example of greedy nexthop choice appears in Figure 1. Here, x receives a packet destined for D. x’s radio range is denoted by the dotted circle about x, and the arc with radius equal to the distance between y and D is shown as the dashed arc about D. x forwards the packet to y, as the distance between y and D is less than that between D and any of x’s other neighbors. This greedy forwarding process repeats, until the packet reaches D. A simple beaconing algorithm provides all nodes with their neighbors’ positions: periodically, each node transmits a beacon to the broadcast MAC address, containing only its own identifier (e.g., IP address) and position. We encode position as two four-byte floatingpoint quantities, for x and y coordinate values. To avoid synchronization of neighbors’ beacons, as observed by Floyd and Jacobson, we jitter each beacon’s transmission by 50% of the interval B between beacons, such that the mean inter-beacon transmission interval is B, uniformly distributed in [0:5B; 1:5B]. Upon not receiving a beacon from a neighbor for longer than timeout interval T, a GPSR router assumes that the neighbor has failed or gone out-of-range, and deletes the neighbor from its table. The 802.11 MAC layer also gives direct indications of link-level retransmission failures to neighbors; we interpret these indications identically. We have used T = 4:5B, three times the maximum jittered beacon interval, in this work. Greedy forwarding’s great advantage is its reliance only on knowledge of the forwarding node’s immediate neighbors. The state required is negligible, and dependent on the density of nodes in the wireless network, not the total number of destinations in the network. On networks where multi-hop routing is useful, the number of neighbors within a node’s radio range must be substantially less than the total number of nodes in the network. The position a node associates with a neighbor becomes less current between beacons as that neighbor moves. The accuracy of the set of neighbors also decreases; old neighbors may leave and new neighbors may enter radio range. For these reasons, the correct choice of beaconing interval to keep nodes’ neighbor tables current depends on the rate of mobility in the network and range of nodes’ radios. We show the effect of this interval on GPSR’s performance in our simulation results. We note that keeping current topological state for a one-hop radius about a router is the minimum required to do any routing; no useful forwarding decision can be made without knowledge of the topology one or more hops away. This beaconing mechanism does represent proactive routing protocol traffic, avoided by DSR and AODV. To minimize the cost of beaconing, GPSR piggybacks the local sending node’s position on all data packets it forwards, and runs all nodes’ network interfaces in promiscuous mode, so that each station receives a copy of all packets for all stations within radio range. At a small cost in bytes (twelve bytes per packet), this scheme allows all packets to serve as beacons. When any node sends a data packet, it can then reset its inter-beacon timer. This optimization reduces
beacon traffic in regions of the network actively forwarding data packets. In fact, we could make GPRS’s beacon mechanism fully reactive by having nodes solicit beacons with a broadcast “neighbor request” only when they have data traffic to forward. We have not felt it necessary to take this step, however, as the one-hop beacon overhead does not congest our simulated networks. The power of greedy forwarding to route using only neighbor nodes’ positions comes with one attendant drawback: there are topologies in which the only route to a destination requires a packet move temporarily farther in geometric distance from the destination. A simple example of such a topology is shown in . Here, x is closer to D than its neighbors w and y. Again, the dashed arc about D has a radius equal to the distance between x and D. Although two paths, (x ! y ! z ! D) and (x ! w ! v ! D), exist to D, x will not choose to forward to w or y using greedy forwarding. x is a local maximum in its proximity to D. Some other mechanism must be used to forward packets in these situations.

6.3 MOBILITY PREDICTION RULE:
To avoid periodic beaconing in the routing strategy, APU adapts the beacon update intervals to the mobility dynamics of the nodes and the amount of data being forwarded in the neighborhood of the nodes. To achieve this, APU employs MP rule. The beacons transmitted by the nodes contain their current position and speed. Nodes estimate their positions periodically by employing linear kinematic equations based on the parameters announced in the last announced beacon. If the predicted location is different from the actual location, a new beacon is broadcast to inform the neighbors about changes in the node’s mobility characteristics. The Mobility Prediction rule is triggered when there is change in the location of the node. The change in the location of the node cannot be predicted feasibly because the nodes move in the random fashion. This rule adapts the beacon generation rate to the frequency with which the nodes change their motion (velocity and heading). The motion characteristics are included in the beacons broadcast to a node’s neighbors. The neighbors can then track the node’s motion using simple linear motion equations. Nodes that frequently change their motion need to frequently update their neighbors, since their locations are changing dynamically. On the contrary, nodes which move slowly do not need to send frequent updates. A periodic beacon update policy cannot satisfy both these requirements simultaneously, since a small update interval will be wasteful for slow nodes, whereas a larger update interval will lead to inaccurate position information for the highly mobile nodes. In our scheme, upon receiving a beacon update from a node i, each of its neighbors records node i’s current position, velocity, and periodically track i’s location using a simple prediction scheme based on linear kinematics (discussed below). Based on this position estimate, the neighbors can check whether node i is still within their transmission range and update their neighbor list accordingly. The goal of the MP rule is to send the next beacon update from node i when the error between the predicted location in the neighbors of i and node i’s actual location is greater than an acceptable threshold. The neighbors estimate the current position of node i by using linear kinematics equation. On the contrary, node i uses the same prediction scheme to keep track of its predicted location among its neighbors. Node i then computes the deviation with this information. If the deviation is greater than a certain threshold, known as the Acceptable Error Range (AER), it acts as a trigger for node i to broadcast its current location and velocity as a new beacon. The MP rule, thus, tries to maximize the effective duration of each beacon, by broadcasting a beacon only when the predicted position information based on the previous beacon becomes inaccurate. This extends the effective duration of the beacon for nodes with low mobility, thus reducing the number of beacons. Further, highly mobile nodes can broadcast frequent beacons to ensure that their neighbors are aware of the rapidly changing topology. In this method, the mobility prediction rule (MP rule) helps in reducing the amount of beacon packets transmitted in the MANET. Mobility prediction rule helps in reducing the traffic of beacon overhead and enabling the increase of packet delivery ratio. Mobility Prediction rule also helps in reducing update cost, bandwidth, end-to-end delay. Mobility Prediction (MP) uses a simple mobility prediction scheme to estimate when the location information broadcast in the previous beacon becomes inaccurate. The next beacon is broadcast only if the predicted error in the location estimate is greater than a certain threshold, thus tuning the update frequency to the dynamism inherent in the node’s motion.

6.4 ON-Demand Learning Rule:
The MP rule solely may not be sufficient for maintaining an accurate local topology. Consider the example illustrated in which node A moves from P1 to P2 at a constant velocity. Now, assume that node A has just sent a beacon while at P1. Since node B did not receive this packet, it is unaware of the existence of node A. Further, assume that the AER is sufficiently large such that when node A moves from P1 to P2, the MP rule is never triggered. However, node A is within the communication range of B for a significant portion of its motion. Even then, neither A nor B will be aware of each other. Now, in situations where neither of these nodes are transmitting data packets, this is perfectly fine since they are not within communicating range once A reaches P2. However, if either A or B was transmitting data packets, then their local topology will not be updated and they will exclude each other while selecting the next hop node. In the worst case, assuming no other nodes were in the vicinity, the data packets would not be transmitted at all. Hence, it is necessary to devise a mechanism, which will maintain a more accurate local topology in those regions of the network where significant data forwarding activities are ongoing. This is precisely what the On-Demand Learning rule aims to achieve. As the name suggests, a node broadcasts

beacons on-demand, i.e., in response to data forwarding activities that occur in the vicinity of that node. According to this rule, whenever a node overhears a data transmission from a new neighbor, it broadcasts a beacon as a response. By a new neighbor, we imply a neighbor who is not contained in the neighbor list of this node. In reality, a node waits for a small random time interval before responding with the beacon to prevent collisions with other beacons. Recall that, we have assumed that the location updates are piggybacked on the data packets and that all nodes operate in the promiscuous mode, which allows them to overhear all data packets transmitted in their vicinity. In addition, since the data packet contains the location of the final destination, any node that overhears a data packet also checks its current location and determines if the destination is within its transmission range. If so, the destination node is added to the list of neighboring nodes, if it is not already present. Note that, this particular check incurs zero cost, i.e., no beacons need to be transmitted. We refer to the neighbor list developed at a node by virtue of the initialization phase and the MP rule as the basic list. This list is mainly updated in response to the mobility of the node and its neighbors. The ODL rule allows active nodes that are involved in data forwarding to enrich their local topology beyond this basic set. In other words, a rich neighbor list is maintained at the nodes located in the regions of high traffic load. Thus, the rich list is maintained only at the active nodes and is built reactively in response to the network traffic. All inactive nodes simply maintain the basic neighbor list. By maintaining a rich neighbor list along the forwarding path, ODL ensures that in situations where the nodes involved in data forwarding are highly mobile, alternate routes can be easily established without incurring additional delays. ODL diagram illustrates the network topology before node A starts sending data to node P. The solid lines in the figure denote that both ends of the link are aware of each other.

6.5 PERFORMANCE EVALUATION:

6.5.1 PACKET DELIVERY RATIO:
The ratio of the number of delivered data packet to the destination. This illustrates the level of delivered data to the destination. The greater value of packet delivery ratio means the better performance of the protocol.

\[
PDR = \frac{\sum \text{Number of packet receive}}{\sum \text{Number of packet send}}
\]

6.5.2 END-TO-END DELAY:
The average time taken by a data packet to arrive in the destination. It also includes the delay caused by route discovery process and the queue in data packet transmission. Only the data packets that successfully delivered to destinations that counted. The lower value of end to end delay means the better performance of the protocol.

\[
\text{End-to-End delay} = \frac{\sum (\text{arrive time} - \text{send time})}{\sum \text{Number of connections}}
\]

6.5.3 PACKET LOSS:
The total number of packets dropped during the simulation. The lower value of the packet lost means the better performance of the protocol.

\[
\text{Packet lost} = \text{Number of packet send} - \text{Number of packet received}.
\]

IMPLEMENTATION:

WIRELESS-GPSR.TCL:

```
set opt(chan) Channel/WirelessChannel
set opt(prop) Propagation/TwoRayGround
set opt(netif) Phy/WirelessPhy
set opt(mac) Mac/802_11
set opt(ifq) Queue/DropTail/PriQueue ;# for dsdv
set opt(ll) LL
set opt(ant) Antenna/OmniAntenna
set opt(x) 670 ;# X dimension of the topography
set opt(y) 670 ;# Y dimension of the topography
set opt(cp) "./cbr100.tcl"
set opt(sc) "/grid-deploy10x10.tcl"
set opt(ifqlen) 50 ;# max packet in ifq
set opt(nn) 100 ;# number of nodes
set opt(stop) 250.0 ;# simulation time
set opt(rp) gpsr ;# routing protocol script (dsr or dsdv)
set opt(lm) "off" ;# log movement
set opt(lm) "off" ;# log movement
```

puts "*** NOTE: no connection pattern specified."
set opt(cp) "none"
} else {
puts "Loading connection pattern..."
$ns_ at 10.0 "$ns_ trace-annotate \"Loadin connection pattern
............\"
source $opt(cp)
}
# Tell all the nodes when the simulation ends
#
for {set i 0} {$i < $opt(nn) } {incr i} {
$ns_ at $opt(stop).00000001 "$node_($i) reset";
}
$ns_ at $opt(stop).00000001 "puts \"NS EXITING...\" ; $ns_ halt"
if { $opt(sc) == "" } {
puts "*** NOTE: no scenario file specified."
set opt(sc) "none"
} else {
puts "Loading scenario file...
$ns_ at 0.1 "$ns_ trace-annotate \"Loading Scenario
File.............\"
source $opt(sc)
puts "Load complete...
$ns_ at 0.15 "$ns_ trace-annotate \"Load complete.............\"
}
## added by zhou
for {set i 0} {$i < $opt(nn)} {incr i} {
$ns_ initial_node_pos $node_($i) 10
}
##
puts $tracefd "M 0.0 nn $opt(nn) x $opt(x) y $opt(y) rp $opt(rp)"
puts $tracefd "M 0.0 sc $opt(sc) cp $opt(cp) seed $opt(seed)"
puts $tracefd "M 0.0 prop $opt(prop) ant $opt(ant)"
p52uts "Starting Simulation..."
proc finish {} {
  global ns_tracefd namfile
  $ns_flush-trace
  close $tracefd
  close $namfile
  exec nam out.nam &
  exit 0
}
$ns_at $opt(stop) "finish"
$ns_run

DATASHORT.PL:
#!/usr/bin/perl
$ofile="simresult.txt";
$nNodes=10;
$nEnergy=100;
open OUT, ">$ofile" or die "$0 cannot open output file $ofile: $!";
print "Please Stand By. Analyzing File: simple.tr in "; print `pwd`
print "n"
open OUT, ">$ofile" or die "$0 cannot open output file $ofile: $!";
print OUT "++++++++++++++++++++++++++++++++++++++++++++++++++++
Simulation Result

"; print OUT "\nAnalysed File: simple.tr in "; print OUT 'pwd'

SCREEN SHOTS:

FIG 8.1 RUNNING OF PROGRAM
Each update consumes node energy, wireless bandwidth, and increases the risk of packet collision at the medium access control (MAC) layer. Packet collisions cause packet loss which in turn affects the routing performance due to decreased accuracy in determining the correct local topology (a lost beacon broadcast is not retransmitted). A lost data packet does get retransmitted, but at the expense of increased end-to-end delay. Clearly, given the cost associated with transmitting beacons, it makes sense to adapt the frequency of beacon updates to the node mobility and the traffic conditions within the network, rather than employing a static periodic update policy. In our system, we use Adaptive Position Update strategy. Using this strategy, we can update the node position and velocity dynamically. The system uses Periodic beaconing scheme, node can broadcast the beacon for fixed interval because this research based on proactive model. We studied the different recovery delays consecutive to a link failure and observed that this delay, under several topologies and mobility scenarios, was significant and incompatible with delay constrained applications. The simulation studies demonstrate that the proposed routing protocols are more robust and outperform the existing geographic routing protocol and conventional on-demand routing protocols under various conditions including different motilities, node densities and traffic loads.
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Colored Noise Reduction By Kalman Filter
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Abstract: This paper deals with reduction of colored noise from audio signal to improve the audibility of the signal. In this design an audio signal is used as an input signal whose Auto regressive coefficients is calculated by AR-Yule method and is given to the system in a matrix form. Brown colored is used as a noisy signal. In this work Kalman filter is used to reduce colored noise from the audio signal. Kalman filter has the advantage of zero Gaussian noise. It works in a two-step algorithm. Prediction and estimation are the essential steps of it. Aim of these designs is to reduce the noise from the signal. This system is designed and simulated using Matlab Simulink version R2013a.

Keywords: Kalman filter, colored noise, auto regressive co-efficients.

I. INTRODUCTION

The Kalman filter is a set of mathematical equations that provides an efficient computational (recursive) solution of the least-squares method. The filter is very powerful in several aspects: it supports estimations of past, present, and even future states, and it can do so even when the precise nature of the modeled system is unknown. It is shown that the Kalman filter is a linear, discrete time, finite dimensional time-varying system that evaluates the state estimate that minimizes the mean-square error. The Kalman filter dynamics results from the consecutive cycles of prediction and filtering. The dynamics of these cycles is derived and interpreted in the framework of Gaussian probability density functions. Under additional conditions on the system dynamics, the Kalman filter dynamics converges to a steady-state filter and the steady-state gain is derived. The innovation process associated with the filter, that represents the novel information conveyed to the state estimate by the last system measurement, is introduced. The Kalman filter is a recursive estimator. This means that only the estimated state from the previous time step and the current measurement are needed to compute the estimate for the current state.

The Kalman filter addresses the general problem of trying to estimate the state of a $x \in \mathbb{R}^n$ discrete-time controlled process that is governed by the linear stochastic difference equation

$$x_{k+1} = A_k x_k + B_k u_k + w_k$$  eq(1)

with a measurement $z \in \mathbb{R}^n$

$$z_k = H_k x_k + v_k$$  eq(2)

The random variables $w_k$ and $v_k$ represent the process and measurement noise respectively. They are assumed to be independent (of each other), white, and with normal probability distributions.

$$P(w)=N(0,Q)$$

$$P(v)=N(0,R)$$

In practice, the process noise covariance $Q$ and measurement noise covariance $R$ matrices might change with each time step or measurement, however here we assume they are constant. The $n \times n$ matrix $A$ in the difference equation relates the state at the previous time step $k-1$
to the state at the current step $k$, in the absence of either a driving function or process noise. Note that in practice $A$ might change with each time step, but here we assume it is constant. The $n*1$ matrix $B$ relates the optional control input to the state $x$. The matrix in the measurement equation relates the state to the measurement $z_k$. In practice $H$ might change with each time step or measurement, but here we assume it is constant.

1.3 Computational Origins of The filter:

We define $x_k^- \in \mathbb{R}^n$ to be the priori state estimate at step $k$ given knowledge of the process prior to step $k$, and $x_k^+ \in \mathbb{R}^n$ to be our a posteriori state estimate at step $k$ given measurement $z_k$. We can then define a priori and a posteriori estimate errors as

$$e_k^- \equiv x_k^- - x_k^+ \quad \text{and} \quad e_k^+ \equiv x_k^+ - x_k$$

...... eq (3)

The a priori estimate error covariance is then

$$P_k^- = E \left[ e_k^- e_k^-^T \right] \quad \text{.........eq (4)}$$

And the a posteriori error covariance is

$$P_k^+ = E \left[ e_k^+ e_k^+^T \right] \quad \text{.........eq (5)}$$

In deriving the equations for the Kalman filter, we begin with the goal of finding an equation that computes an a posteriori state estimate $x_k^+$ as a linear combination of an a priori estimate $x_k^-$ and a weighted difference between an actual measurement $z_k$ and a measurement prediction $Hx_k^-$. 

$$x_k^+ = x_k^- + k (z_k - Hx_k^-) \quad \text{.........eq(6)}$$

the difference $(z_k - Hx_k^-)$ is called measurement innovation or the residual. The residual reflects the discrepancy between the predicted measurement and the actual measurement $z_k$. A residual of zero means that the two are in complete agreement.

The $n*n$ matrix $K$ is chosen to be the gain or blending factor that minimizes the a posteriori error covariance equation

$$K_k = P_k^- H^T \left( H P_k^- H^T + R \right)^{-1}$$

$$= \left( P_k^- H^T \right) / \left( H P_k^- H^T + R \right) \quad \text{......... eq (7)}$$

as the measurement error covariance $R$ approaches zero, the gain $K$ weights the residual more heavily. On the other hand, as the a priori estimate error covariance $P_k^-$ approaches zero, the gain $K$ weights the residual less heavily as the measurement error covariance $R$ approaches zero, the gain $K$ weights the residual more heavily.

Audio Signal Audio Signal + whitenoise Noise free audio

Noise suppression by kalman filter\(^{3}\): There are several noise reduction algorithms based on linear prediction have been proposed in case that noise signal is AWGN(additive white Gaussian noise). There are some advantages of using kalman filter.

Assuming that the speech signal $d(n)$ is degraded by an additive observation noise $v(n)$, a noisy speech signal $r(n)$ is given by

$$r(n) = d(n) + v(n)$$

A noise suppression procedure consists in estimating the speech signal $d(n)$ from the sole noisy speech signal $r(n)$. Here it is assumed that the noise $v(n)$ is additive noise with known variance $\sigma_v^2$. The noise variance may not be known in practice but it can be estimated in many methods. Our purpose of it is to achieve high performance noise suppression without sacrificing quality of the speech signal from the only noisy speech signal $r(t)$ for the additive white and colored noise.

The method utilizes the canonical state space models with a state equation considered of the speech signal, and an observation equation consisted of the speech signal and additive noise. The proposed algorithm is performed without the conception of the generated model of speech signal. The main tool in our algorithm is Kalman filter theory only.

For the $L_p \times 1$ state vector $x_p(n+1)$ of the proposed method

Define

$$X_p(n+1) = [d(n+1), d(n), \ldots, d(n-L_p+2)]^T \quad \text{eq}(8)$$

Nothing the signal $d(n)$, we give state equation:

State equation

$$X_p(n+1) = \phi_p x_p(n) + \delta_p(n+1) \quad \text{eq}(9)$$

Where the $L_p \times L_p$ transition matrix $\phi_p$ and the $L_p \times 1$ driving source vector $\delta_p(n+1)$ are expressed as

$$\phi_p = \begin{bmatrix} 0 & \cdots & 0 \\ 0 & 1 & \cdots & 0 \\ 0 & 0 & 1 & \cdots \end{bmatrix}$$

$$\delta_p(n+1) = [d(n+1), 0, \ldots, 0]^T \quad \text{eq}(10)$$

Furthermore define the $L_p \times 1$ extended observation vector $y_p(n+1) = [1, r(n+1), \ldots, r(n-L_p+3)]^T$ the observation equation may be also expressed as

Observation equation

$$y_p(n+1) = M_p x_p(n+1) + \epsilon_p(n+1) \quad \text{eq}(11)$$

Where the $L_p \times L_p$ observation matrix $M_p$ and the $L_p \times 1$ extended vector $\epsilon_p(n+1)$ are expressed as

$$M_p = \phi_p$$

$$\epsilon_p(n+1) = [1, \nu(n+1), \ldots, \nu(n-L_p+3)]^T \quad \text{eq}(12)$$

It is easily guessed that the proposed algorithm does not depends on both the estimation accuracy of the parameters of AR system and the order $L_c$ of it, since the proposed algorithm does not include the conception of the generated model of signal, CIC (Cascaded Integrated Comb Filter)[5];

CIC filters were invented by Eugene B. Hogenauer, and are a class of FIR filters used in multi-rate digital signal processing. The CIC filter finds applications in interpolation and decimation. Unlike most FIR filters, it has a decimator or interpolator built into the architecture. The figure at the right shows the Hogenauer architecture for a CIC interpolator.

CIC filter is one of the simplest filter because the logic requirement of this filter is less as this filter does not require a multiplier. Since the filter coefficients are all unity multiplier is not required in that kind of filter. However the comb filter is not very efficient for removing noise in wide frequency range. For many applications the comb filter must be used in connection with one or more additional design. A cascaded Integrator Comb filter is a special class of linear phase, finite impulse response filter. For many applications which cannot tolerate this distortion the comb filter must be used in conjunction with one or more additional digital filter.

stages. CIC filters generally used in multirate systems for better performance. The system is completely designed to reduce noise while noise is mixing continuously with the source signal. For developing such system a CIC filter is crude to eliminate noise from sine wave.

![Block diagram of Cascaded Integrator Comb Filter](image)

\[
H(z) = \left[ \sum_{k=0}^{RM-1} Z^{-k} \right]^{N} = \frac{(1-Z^{-RM})}{(1-Z^{-1})}^{N}
\]

Where \( R = \text{Decimation or interpolation ratio} \)

\( M = \text{number of samples per stage} \)

\( N = \text{number of stages in filter} \)

Characteristics of CIC filters are that it gives linear phase response and utilizes only delay and addition and subtraction. CIC filter structure. The basic elements of a CIC filter are integrator filters and comb filters.

1.7 Frequency characteristics:

The transfer function for a CIC filter is at \( f_s \) is

\[
H(z) = H_i(z) \cdot H_c(z) = \frac{(1-Z^{-RM})}{(1-Z^{-1})}^{N}
\]

This equation shows that even though a CIC has integrators in it, which by themselves have an infinite impulse responses, a CIC filter is equivalent to \( N \) FIR filters. Each having a rectangular impulse responses. Since all of the coefficients of these FIR filters are unity and therefore symmetric, a CIC filter also has a linear phase response and constant group delay.

\[
|H(f)| = \left| \frac{\sin \pi Mf}{\sin \pi f/R} \right|^N
\]

![Block Diagram of CIC Filter](image)

Here 10*10 matrix is being considered. By using AR-yule method the auto regressive coefficient of the input signal and the brown noise is calculated.

The matlab code for it is simulated to find out the AR coefficient.

\[
\delta_c (n+1) =
\begin{bmatrix}
1.0 & 0.8337 & 0.1114 & -0.0471 & -0.0079 & 0.0151 & 0.0799 & -0.1224 & 0.0271 & 0.04231 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0
\end{bmatrix}
\]

\[ \Phi_c(n+1) = \]
\[
\begin{bmatrix}
1.0000 & 0.0943 & 0.9264 & -0.0745 & 0.0252 & -0.1387 & 0.0822 & 0.0252 & -0.0974 & 0.1850 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]

\[ X_c(n+1) = \]
\[
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]

Results and Discussion:

These values are given and then simulated by Matlab R2013a. The circuit which is simulated after giving the AR values of audio signal and brown noise is given below:

After the simulation of the above circuit the scope block of the audio signal give the output like,
Output of the scope block after mixing brown noise with audio signal looks like,

![Scope Block Output](image1.png)

Output of the final scope shown below where the noise is down to zero. The audio signal is amplified.

![Final Scope Output](image2.png)

**CONCLUSION**

In this paper the auto regressive coefficient form of the input audio signal is used as input in the Kalman filter algorithm. By using the Kalman filter the brown noise is removed successfully. The advantage of Kalman filter is zero Gaussian noise. Cascaded Integrator Comb Filter is used as a linear FIR filter to remove the colored noise.
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Mining URL based feedback comments using Multi – Dimensional Trust Algorithm
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ABSTRACT: A product aspect ranking framework is proposed which automatically identifies the important aspect of the product based on the customer review that is to be used for further numerous reviews to make the customer understand the product and its aspects more easily. The numerous reviews of products are available on the Internet. The reviews are based on the product. The customer reviews contain rich and valuable knowledge for users. The aspect ranking is proposed, which automatically identifies the important aspects of products from online customer reviews, to improving the usability of the numerous reviews. The main contributions include proposing a multidimensional trust model for computing reputation scores from user feedback comments and propose an algorithm for mining feedback comments for dimension ratings and weights. The product based on the customer reviews. The important product aspects are identified based on two observations. The first observation is important aspects are usually commented on by a large number of consumers and the second observation is the important aspects of the consumer opinions are greatly achieve their overall opinions on the product. The first is identifying product aspects and develop a probabilistic aspect ranking algorithm. There are document-level sentiment classification and extractive review summarization. To achieve the significant performance improvements, that demonstrates the product aspect ranking capacity in facilitating real-world applications. The product reviews are taken in the Internet based on the URL.

Keywords: Product aspects, product aspect ranking, Product aspect identification, sentiment classification, consumer feedback, review extractive summarization, Multi Dimensional trust algorithm.

1. INTRODUCTION

Data mining is the extraction of hidden predictive information from large databases. It means extracting or “mining” knowledge of large amount of data. It is a new technology powerful with great potential to help companies focus on the most important information in their data warehouses. The Product aspect ranking is proposed, which automatically identifies the important aspects of products from online consumer reviews and it is aiming at to improve the usability of the numerous reviews. Most companies already collect and refine quantities of data. Data Mining techniques can be implemented rapidly on existing software and hardware platforms to enhance the value of existing information resources and can be integrated with new products and systems as they are bought on-line.

1.1 Definition of Problem
The Previous system gets the reviews from the single user; it does not allow multiple users to give review on the product. The user will be restricted to minimum. To overcome this problem, the reviews from the multiple users are allow registering in a specified URL, and then analyzed using sentiment classification, to identify the reviews of the product. The performance will be improved while comparing with the users involved based on the continuous reviews.

1.2 Need for Sentiment Rating
The Sentiment Rating is used for rating the customer reviews based on the product. It is used for Sentiment classification. The Product Aspect Ranking is used for rating the product. It consists of three main components. There are aspect identification, sentiment classification on aspects and probabilistic aspect ranking. To given the product with consumer reviews, to identify first the aspects in the reviews and then analyse consumer opinions on the aspects via a sentiment classifier. The Sentiment Classification is about assigning a positive, negative and neutral label to a piece of text based on its overall opinion. In this project, it is used for analysing the reviews and overall rating the reviews based on the product. The task of analyzing the sentiments expressed on aspects is called aspect-
level sentiment classification in literature [12]. Existing techniques include the supervised learning approaches and the lexicon-based approaches, which are typically unsupervised. The lexicon-based methods utilize a sentiment lexicon consisting of a list of sentiment texts, words and idioms, to determine the sentiment orientation on different aspect [23]. The sentiment classifier is then leveraged to determine the opinion of the opinionated expression, i.e., the opinion on the aspect.

1.3 Objectives of Project
The Product Ranking framework, that automatically generates the aspect of the product only based on the individual user’s opinion in URL using Multi Dimensional Trust algorithm. The further work conducts the product ranking that is generated in source of a URL in large scale. Executing the review in real time environment based on the customer feedback. The Product aspect ranking is used for analyzing feedback from the online marketing websites and rating the product.

1.4 Structure of the Project
Product aspect ranking is a wide range of real-world applications. It is used for business improvement. In this project, the product can be analyzed by the customer feedbacks. In the customer feedbacks will be taken from Amazon web services based on URL. The word extraction is used for pre-processing and opinion extraction methods. The pre-processing has stop word removal, stemming and part of speech. The opinion word extraction has unigram and bigram method. Stop words are words which are filtered out before or after, processing of natural language data (text). The stemming is process for reducing inflected or something derived words to their stem, base or root form. A part of speech is a category to which a word is assigned in accordance with its syntactic function. It is noun, pronoun, adjective, adverb, etc. This module will classify the word as dependent and independent. The word that is classified will be given as input and we will find the polarity of the given opinion word. Using the opinion word that is tagged first will form unigram and bigram. Unigram is a single word and bigram is a combination of unigram. In the Formation of unigram it will consider each word as a unigram and in bigram we will combine two words to form a word of bigram. The bigram formation is used to classify the polarity of word correctly. The classification is the process in which ideas and objects are recognized, differentiated and understood. It is the process of finding set of models that describe and distinguish data classes or concepts for the purpose of being able to use the model to predict the class objects whose the unknown class label is found. The derived model is used for the analysis of a set of training data. The clustering is the process of grouping a set of physical or abstract objects into classes of similar objects. Clustering techniques consider tuples of data as objects. They partition the data objects into groups or clusters so that objects within a cluster are similar to one another and dissimilar to objects in other clusters. Clustering is a process of grouping the data or words belonging to a same polarity (i.e.) clustering the positive and negative polarity separately. The K-means is a portioning method. It is also K-nearest classifier. Main thing of the project is update and add URL, the URL will be specified the product. It will update the details of product, product reviews, etc. Then, the aspect raking will be calculated the customer reviews in sentiment classification. The Sentiment classification means analyzing the customer reviews and rating the reviews in positive, negative and neutral. Finally, the overall rating will be calculated and it will be displayed in 3D view.

2. REVIEWS OF LITERATURE
The Survey papers are mainly described by rating of the customer reviews. Product aspect ranking is a wide range of real-world applications. It is used for business improvement. In this project, the product can be analyzed by the customer feedbacks. In this paper [1] Author said, the cross domain algorithm is used for analysing the customer reviews and the sentiment is expressed differently in different domains. Its interest is costly. After applying the Sentiment classifier it uses labeled and unlabelled data. The empirical analysis can be conducted in this method. It evaluate single and multisource domain adaptation supervised and unsupervised domain adaptation, these are used for creating the sentiment sensitive thesaurus. These papers are mainly analyzed by sentiment classification with any other concepts and algorithms. In this paper, the author [2] says sentiment analysis based on the conditions. For example Affect, Judgment and Appreciation. The customer reviews are based on these conditions. Some papers are analyzed by the Cross domain sentiment classification analysis and some are supervised and unsupervised algorithm. The paper [3] author says, this sentiment classification is based on the text to speech. The comments based on the text. It will execute speech. This execution is related to emotion. Text classification is main technique is used. The paper [4] describes, probabilistic aspect mining will be generated. It will identify aspects related to class. The Efficient EM algorithm is developed and it is used. In case, the mining is used for identify the customer reviews based on the Intrinsic and Extrinsic Domain relevance. A novel based method is used to identify the opinion features from online reviews by exploiting the difference in opinion features statistics across two corpora, the author said [5]. In this literature survey papers, the efficiency and accuracy will be very low. In this project, it will overcome all these things.

2.1 Approaches to Sentiment Classification
The Sentiment Classification is used for analyzing the customer reviews based on the product. The sentiment classification is about assigning a positive, negative or neutral label to a piece of text based on its overall opinion. The document-level sentiment classification is to determine the overall opinion of a given review document. A review document often expresses various opinions on multiple aspects of a each product. The opinions on many aspects might be in contrast, and have other degree of impacts on the overall opinion of the review document. The supervised learning methods train a sentiment classifier based on training corpus. The classifier is then used to predict the sentiment on each aspect. Many learning-based classification models are applicable. Sentiment Classifier (SC) will be classifying reviews as Positive or Negative based on the sentiment expressed in customer review. The Sentiment Classification is used in many other approaches. They are supervised and unsupervised, Intrinsic and Extrinsic domain, etc.

2.1.1 Supervised Learning
The Supervised Learning Approaches is dependent on the training data and cannot perform well without sufficient training samples. Automatic classification of sentiment is important for numerous applications such as opinion mining, opinion summarization and market analysis. To apply a sentiment classifier and it is trained using labeled data for a particular domain. It is used to classify sentiment of user reviews on a different domain.

2.2 Approaches to Sentiment Ranking
Product Aspect ranking framework is used for analysing the reviews. We start with an overview of its pipeline. It consisting of three main components: aspect identification, sentiment classification on aspects and probabilistic aspect ranking. To given the product with consumer reviews, to identify first the aspects in the reviews and then analyze consumer opinions on the aspects via a sentiment classifier.

Probabilistic aspect ranking algorithm is used to infer the importance of the aspects by simultaneously taking into account aspect frequency and the influence of consumers’ opinions given to each aspect over their overall opinions. The Overall Rating is analyzed by the reviews; it will be shown in the Figure 1.

2.2.1 Multi-Dimensional Trust Algorithm
A Multi-Dimensional trust algorithm is used for computation of repute scores from customer feedback comments. It is used for a fine-grained multidimensional trust evaluation model by mining ecommerce feedback comments. Dimension trust scores together with their weights are further computed by clustering aspect expressions into dimensions and aggregating the dimension rating. This algorithm is used for mining the customer feedback comments for rating the dimensions and the computing dimension weights will be described. This algorithm based on clustering dimension expressions into dimensions and computing dimension weights. A sentence in feedback is represented as a set of dependency relations between pairs of words in the form of (head, dependent), where content words are chosen as heads, and other related words depend on the heads. Aspect opinion expressions and their associated ratings (positive, negative) are first extracted from feedback comments shown in the Fig. 2. The feedback comments are shown in sources. Their opinions more honestly and openly. The analysis of feedback comments on Amazon reveals that even if a buyer gives a positive rating for transaction. The comments regarding different aspects of transactions in feedback comments.

2.2.2 K-mean Clustering and hierarchal Clustering
The K-Nearest Neighbour classifiers are based on learning the analogy. The samples are described in trained by n - dimensional numeric attributes. Each Sample represents a point in an n – dimensional space. This way of the training samples are stored in an n - dimensional pattern space. When given an unknown sample a K – nearest neighbour classifier searches the pattern space for the K – training samples that are closes to the unknown sample. These K training samples are the K – nearest neighbours of the unknown sample. It will group the data based on the k-nearest neighbours. In this we insert edges between a node and its k-nearest neighbours. Each node will be connected to (at least) k nodes. The k-means clustering is a method of cluster analysis which aims to partition n observations into k clusters in which each observation belongs to the cluster with the nearest mean.

2.3 Extraction and Summarization of Aspect opinion
This project is related to mining or sentiment analysis on free text documents or customer feedbacks. This field is presented in [6]-[7]. There has been existing work on product aspect ranking in reviews of product. The product reviews are considered by frequent and noun phrases. The dependency relation parsing [30] is used to mining the aspect opinions for product reviews. The aspects are grouped into clusters and group them into meaningful clusters. Unsupervised techniques have been developed to jointly model opinions and aspects based on LDA [9]. The aspect rating has been computed from overall ratings in e-commerce feedback comments or reviews [10]-[12]. Their aspect ratings weights are computed based on regression from overall ratings and the positive in overall ratings. The approach based on the typed dependency analysis to extracting aspect opinion expressions and identifying their associated ratings. This algorithm based for clustering dimension expressions into dimensions and computing dimension weights.

Table 1. Sample comments on Amazon

<table>
<thead>
<tr>
<th>No</th>
<th>Comment</th>
<th>Amazon rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>Quick response</td>
<td>1</td>
</tr>
<tr>
<td>C2</td>
<td>Bad communication, will not buy from again. Super slow ship. Item as described</td>
<td>1</td>
</tr>
<tr>
<td>C3</td>
<td>Top seller, many thanks, A+</td>
<td>1</td>
</tr>
<tr>
<td>C4</td>
<td>Great price and awesome service! Thank you!</td>
<td>1</td>
</tr>
<tr>
<td>C5</td>
<td>Product arrived swiftly! great seller</td>
<td>1</td>
</tr>
</tbody>
</table>

2.4 Limitations of earlier approaches to sentiment Ranking
The sentiment ranking is used for analyzed the customer feedbacks based on the product. It is used for ranking the words. The words are analyzed in positive, neutral and negative. It consists of three main components: aspect identification, sentiment classification on aspects and probabilistic aspect ranking. In this sentiment rating has many other approaches. They are intrinsic and extrinsic domain dependent, supervised and unsupervised, support vector machine, back propagation, neural network, lexicon, Maximum Entrophy, Naive bayes, etc. The product reviews can be compared the following methods of sentiment classification. One is unsupervised method; it is determined by referring to the sentiment lexicon WordNet. The lexicon contains a list of positive and negative sentiment words. The method is supervised method, it determines Naive bayes, maximum entropy and support vector machine. The sentiment classifiers are well trained on the reviews based on producers and consumers. The maximum entropy was implemented with parameter estimation. The support vector machine was implemented by using library svm with linear kernel. The Naive bayes was implemented with Laplace smoothing.

3. RESULT AND DISCUSSION
The Multi-Dimensional trust algorithm collects the reviews from the specified input URL, and the rating is performed. The rating distinguishes the positive, negative and neutral feedbacks of the customers on the product. The sentiment value is calculated for each word in the rating, so that the overall rating of the product is analysed.
Fig 3. URL based Product from Amazon

Fig 4. Overall Rating of the Product

Fig 5. Positive, Negative, Neutral Rating of the Product

4.2 Sentiment ranking with Multi-Dimensional Trust Algorithm and Overall Rating Estimation

Product Aspect Ranking framework starts with an overview of its pipeline. It is used for ranking the words. The words are analyzed in positive, neutral, and negative. It consists of three main components: aspect identification, sentiment classification on aspects, and probabilistic aspect ranking. Given the consumer reviews of a product, it identifies the aspects in the reviews and then analyzes consumer opinions on the aspects via a sentiment classifier.

$$\text{Rank-diff} = \sum \text{rank}(i) - \text{rank}'(i) / N$$

The rank difference between two ranking vectors is defined as: where rank(i) and rank'(i) are respectively the rank for seller i by two ranking methods, and N=10.

Fig 6. Improved rating of phase 1 to Phase 2

The aspect ranking algorithm is used to infer the importance of the aspects by simultaneously taking into account aspect frequency and the influence of consumers’ opinions given to each aspect over their overall opinions. The words are collected in the 3D view. The words are rotating and analyzed. The clustering is used for grouping the words. Finally, the sentiment value is calculated and overall value is described. In the Phase 1, the user is created own reviews. The user level is very low and the user knows the review level and overall rating. It is the disadvantage of the Phase 1. But, the phase 2 is the user has unlimited, so the reviews also unlimited. The Developer does not know the rating. It only calculated be the Sentiment Classification.

4. CONCLUSION

The product aspect ranking has been proposed to identify the important aspects of products from numerous customer feedbacks. This process contains three components. They are product aspect identification, aspect sentiment classification and product aspect ranking. It is used to improve aspect identification and sentiment classification on text reviews. The high reputation scores for sellers cannot effectively rank sellers and therefore cannot guide potential buyers to select trustworthy sellers to transact with. In this paper a multi-dimensional trust algorithm has been proposed for sellers by uncovering dimension ratings embedded in feedback comments. Extensive experiments on feedback comments for Amazon sellers demonstrate that our approach computes trust scores highly effective to distinguish and rank sellers. The effective algorithms is proposed to compute dimension trust scores and dimension weights automatically via extracting aspect opinion expressions from feedback comments and clustering them into dimensions. Our approach demonstrates the novel application of combining natural language processing with opinion mining and summarization techniques in trust evaluation for e-commerce applications.
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ABSTRACT: The aim of this paper is to implement the new concept of cryptography. To protect information of files in digital form and how to get a security service by network security and cryptography. Though, a general summary of such algorithms like RSA, DES and AES of network security and cryptography is provided first. A complete review of the purpose system of network security and cryptography is then presented by using transmitter. The general attacks of security were reviewed. The purpose of this implementation is to secure a huge amount of files. So that others will unable to know the original data still they know about the procedure of encryption and decryption. This implementation has many applications to secure information including authentication. Here we create new technology by using such transmitter and receiver for decrypting data which is highly secure and accurate.
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I. INTRODUCTION

As we have learn about such cryptographic algorithms like Rivest-Shamir-Adleman [RSA], Data Encryption Standard [DES] and Advanced Encryption Standard [AES]. Also in previous paper we introduce concept of security in cryptography. Here in our data we encapsulate above three algorithm schemes. The very first one is RSA which is also known for asymmetric key algorithm. RSA is a reproduction of two big prime numbers and the secret key and public key are based on this numbers. This RSA algorithm is very easy to understand.

The second one is DES which is of two types double DES and triple DES. Also substitution known as confusion and transposition known as diffusion are the two attributes of cryptography in DES. In substitution characters are altered to numbers or symbols or any other characters and in transposition, it perform permutation over original data. We used DES generally to encrypt data in blocks which have some particular size that is 64 bits. An algorithm and key are also used for encoding and decoding. And last is AES, there are various steps mainly four is used and that are substitution of bytes, shifting of rows, mixing of columns and addition of keys. All procedure is to be process in matrices which is of four by four. Because of actual weakness in DES, AES is invented. In DES, 56 bit keys were not safe which is based on complete key searches and also 64 bit blocks were measured as weak. So AES as developed which was based on 128 bit blocks with 128 bit keys. There are three major features of AES like Symmetric and parallel structures, Adapted to modern processors and last is suited to smart cards. So these are the basic review of our three cryptographic schemes that is RSA, DES and AES.
II. PURPOSED METHODOLOGY

Now these three things we used in main file as a data. Firstly here we create one master file then breaking it into four parts. In all parts we used same data of above three schemes but sequences are different. Likewise for part one we encapsulate RSA on first place, DES on second place and AES on third place. Then for part two it is DES on first place, RSA on second place and AES on third place. In third part we put RSA on first, AES on second and DES on third. In this way we merge our data in all four parts of master file. Suppose part 1 is encrypted by RSA, part 2 is encrypted by DES, part 3 is encrypted by AES and so on. At last part 12 is encrypted by DES according to procedure of above so we get twelve encrypted parts e1 to e12 and master file contains all keys in the form. Now we used key for each algorithm but type is different. Also we have separators for each key. If there are four parts of master file then we split that four parts again into three and name them as begin with e1, e2, e3 up to e12. Means for twelve encrypted data we used here twelve separators as shown in figure below.

The master file will now be separated and twelve keys which we used for encryption, the same keys obtain. Again the same twelve keys will be used for decryption. At last the decrypted file will be obtained. After this we used transmitter for keeping original data that is encrypted and also with its master file. The work of this transmitter is used to transmit all above twelve parts along with its separators.

III. SYSTEM ARCHITECTURE

After transmission of data encryption are converted into decryption and these decrypted data are to be found in output file. This file is kept in receiver, just like we used transmitter for keeping input file after transmission output file is kept in receiver. The receiver receives all twelve encrypted parts and separates them with its separators. This is only because to get master file and all its parts. The transmitter contains codes of encryption only. While at receiver codes of decryption are kept.

In above figure, there are two sides one side we kept transmitter and on the other side there is receiver. In between this figure shows arrows and lines. An arrow is known for file and lines known for separators. The arrow 1 is for master file then kept one separator below this file that shows like single line. In the same way we arrow 2 is known for encrypted data part E1 and kept separator below it. Likewise we arrange all twelve encrypted parts from E1 to encrypted part E12 with its separators. In other side receiver obtained output file which contains decrypted data.

IV. EXPERIMENTAL RESULTS
We can observe it with the help of results.

<table>
<thead>
<tr>
<th>Size</th>
<th>Single delay</th>
<th>Multiple delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>20kb</td>
<td>672</td>
<td>531</td>
</tr>
<tr>
<td>34kb</td>
<td>2875</td>
<td>578</td>
</tr>
</tbody>
</table>

Fig 4. Single delay versus multiple delays

<table>
<thead>
<tr>
<th>Size</th>
<th>Single throughput</th>
<th>Multiple throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td>20kb</td>
<td>30236.61</td>
<td>38265.54</td>
</tr>
<tr>
<td>34kb</td>
<td>12087.65</td>
<td>61015.57</td>
</tr>
</tbody>
</table>

Fig 5. Single throughput versus multiple throughputs
Here at receiver mode we have transmitter for single connection and for multi connection. Its depend on our choice. According to size of file we have single delay with its throughput and multiple delays corresponding to its throughput. So we find here what will be range between single delay versus multiple delays in figure 4 and in figure 5 single throughput versus multiple throughputs. As well for file size 20 kilobytes there are 672 observe in single delay and 531 observe in multiple delay. And 30236.61 find in single throughput and 38265.54 obtain in multiple throughput. In the same way we can find for file size 34 kilobytes and so on to get desire output. Also we can express more deeply these output with the help of graph as shown below figure 6. There are some advantage and disadvantage to every research, lets discuss about first advantage. An advantage of transmitter (input file) and receiver (output file) for encryption and decryption is make data highly secure. Also it is accurate and gives high throughput. On the other side if there are good points so it should have bad points also. The disadvantage is here like multiple types of encryption is used, so because of this computation complexity is high. Also as there are twelve parts and for these parts each having its own separators so large amount of space is required which mean memory requirement is high.

V. CONCLUSION

The main purpose for this is today any one can know about cryptographic techniques and about encryption/decryption. They can easily encrypt data but will make difficult for them to decrypt it. This above procedure is somewhat complicated for others to hack it. Hence we discuss by taking shortest review of all algorithms like RSA, DES and AES which were used here. Also try to implement the procedure of conversion data from encryption to decryption in different format. We were found some results which were shown with respect to graph.
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Abstract: A Wireless Sensor Network contains a large amount of Sensor Nodes that are mainly data-centric. The sensor nodes operate on battery they cooperate among themselves and transfer data to the sink which processes the sensed information. The end user can access the information collected by these sensor nodes through the Internet. The proposed algorithm deals to find the optimistic path between the sensor nodes and also between the sink and the sensor nodes. The minimum spanning tree algorithm is used in finding the shortest path and a comparison is performed between the enhanced Kruskal’s and Prim’s algorithm.
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I. INTRODUCTION

Wireless Sensor Networks consists of battery powered small nodes which are distributed across the sensing areas. The sensor nodes are usually scattered in a sensor field as shown in Fig 1.1 Each of these scattered sensor nodes has the capabilities to collect data and route data back to the sink. Data are routed back to the sink by multi-hop infra structureless architecture through the sink. The sink may communicate with the task manager node via Internet and satellite.

Fig 1.1 Sensor nodes scattered in a sensor field

Routing is the mechanism to find the optimistic path between source to destination. There may be multiple paths from the source to the destination. Therefore, message routing is an important technology. The main performance measures affected by the routing scheme are throughput (quantity of service) and average packet delay (quality of service). Routing schemes should also avoid deadlock. Routing methods can be fixed (i.e. pre-planned), adaptive, centralized, distributed, broadcast.
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Fixed Routing scheme uses Routing Tables that dictate the next node to be routed to, given the current message location and the destination node. Routing tables can be very large for large networks, and cannot take into account real-time effects such as failed links, nodes with backed up queues, or congested links. There is another method called Adaptive Routing scheme which depends on the current network status and can take into account various performance measures, including cost of transmission over a given link, congestion of a given link, reliability of a path, and time of transmission. They can also account for link or node failures. Some of the routing challenges and design issues are:

- Data routing methods
- Fault tolerance
- Transmission media
- Coverage
- Data aggregation
- Quality of Service

Also many energy aware routing protocol are proposed to reduce the energy consumption. This protocol maintains set of path instead of maintains or reinforce one optimal path. Maintenance and selection depends on a certain probability which relays on how low energy consumption of each path can be achieved. The possible goal of energy aware routing are:

- Shortest-hop (fewest nodes involved)
- Lowest energy route
- Route via highest available energy
- Distribute energy burden evenly
- Lowest routing overhead

This is very much needed in Wireless Sensor Networks since sensor nodes are battery powered and energy consumption is absolutely necessary. Energy consumption can be reduced by following least latency routing in Time Dependent Duty Cycled Wireless Sensor Networks. Least Latency can be achieved by following a shortest path in order to transfer the messages efficiently from the source to the destination.

II. LITERATURE SURVEY

Low Power Listening (LPL) was proposed by Shouwen Lai, Binoy Ravindran. In LPL the Node only wakes up and listens the channel state for a short time period. B-MAC is a Carrier Sense Media Access (CSMA) protocol for Wireless Sensor Networks. It provides Flexible interface to obtain ultralow power operation, Effective collision avoidance and High channel utilization. The disadvantages of B-MAC are it is difficult to reconfigure the protocols after deployment, thus lacking in flexibility. They do not explicitly support adaptive duty cycling, where nodes choose their duty cycle depending on their residual energy. Shouwen Lai, Binoy Ravindran also proposed the Adaptive Low Power Listening (ALPL). In ALPL, since nodes have heterogeneous duty cycle setting, it is more difficult for neighbor discovery since a node cannot differentiate whether a neighbor is sleeping or failing when it does not receive feedback from the neighbor. Delay-efficient routing over adaptively duty-cycled Wireless Sensor Networks stated by Shouwen Lai and Binoy Ravindran Routing becomes more difficult due to two reasons:

1. Intermittent connection between two neighbour nodes
2. Changes in the transmission latency at different times.

Two methods to solve routing over intermittently connected Wireless Sensor Networks due to duty cycling are On-Demand Approach which uses probe messages to determine the least-latency route and Proactive Method where all least-latency routes at different departure times are computed at the beginning. The Limitations of On-Demand Approach are that the method does not work well for frequent data deliveries. The Proactive Approach is Centralized approach and is not flexible for distributed construction. Thus both of these approaches suffer from limitations. Routing must be done with least latency inorder to transmit data efficiently. Hence we first model the Wireless Sensor Networks as Time Dependent which can operate for any particular time interval. The sensor nodes are either in a wake mode or sleep state. Solutions for this problem using a centralized approach and has been studied by Time Dependent Graphs. Limitations are it cannot be applied to WSNs where the global network topology is not known by a centralized node. If the whole time period has M discrete intervals we have to execute the algorithm M times, which is inefficient. Multiple executions suffers from high message cost, which is undesirable for resource-limited Wireless Sensor Networks. It computes all pair shortest path which includes node insertions and deletions. It is an efficient incremental solution. Some of the limitations are it needs O(n) space at each node which is impractical for sensor nodes with limited memory capacity. In the Fast Time Dependent Shortest Path (FTSP) algorithm proposed by Binoy Ravindran Initial Route Construction from the source to destination is computed by this algorithm. It exchanges vectors among sensor nodes rather than single values of static link cost and distance. FTSP computes the shortest path for N discrete Time intervals in one execution rather than N different executions. In first iteration FTSP computes the shortest path for nodes in layers nearest to sink. In next Iteration it goes beyond every layer until last layer is reached. FTSP-M is used for distributed route maintenance with node insertion, updating, and deletion of sensor nodes in a sensing Network. In Dynamic route maintenance each node stores the route information only to sink and it is memory efficient in sensor node with limited memory. Single sink exists in the sensing areas. Limitations include Active Neighbour Discovery and Synchronization. In Active Neighbour Discovery sensor nodes needs to probe the schedule of the neighbours actively to...
find out its state. Synchronization must be ensured at all neighboring nodes so that they wake up at the same time when an activity is detected.

A distributed algorithm was proposed for efficient routing in duty cycled Wireless Sensor Networks Shouwen Lai and Binoy Ravindran. It uses a synchronizer which provides synchronization among the Sensor Nodes in asynchronous Duty Cycled Wireless Sensor Networks. The nodes are modeled as FIFO (First In First Out) where first arriving nodes are served first. The main disadvantage is that the algorithm is based on the observation that the time-varying link cost function is periodic, and hence by derivation, the time-varying distance function for each node is also periodic.

A technique for Power Efficient Routing was proposed by Raja Jurdak, Pierre Baldi, and Cristina Videira Lopes which contains a framework for local optimizations in sensor networks that reduces overall power consumption and provides Load Balancing across sensor nodes. Thus the duties of a sensor node are equally shared among the available nodes. The performance decreases drastically when presented with data sets exhibiting higher variability, spending significant portions of time with an either empty or full battery.

A. Woo, T. Tong, and D. Culler provided a method for Reliable Multihop Routing. In this methodology Link status and routing information are maintained in a neighborhood table with constant space and reliable routing protocols are also discussed. This method stores more space since every node maintains the routing information of its neighbor. When congestion occurs it results in unstable network performance due to interference from collisions and estimations over the same pair of nodes behave differently under different channel utilization. The Clustered nodes Routing methodology was initiated by C. Schurgers and M.B. Srivastava which contains implementation of Bitmap-Assisted (BMA)-B-MAC routing protocol for large-scale cluster-based Wireless Sensor Networks. Performance decreases when there is high traffic loads and the number of nodes per cluster increases. An adaptive bidirectional interface for wireless sensor network applications uses this B-MAC protocol. It provides an interface allowing middleware services to reconfigure the MAC protocol based on the present workload of the system. A node’s lifetime can be extended by changing the configuration of the B-MAC protocol. A set of benchmark standards are used to assess the performance of Wireless Sensor Networks. Clustered nodes routing using B-MAC protocol extends the lifetime of the system by 50%. Data Routing in Extremely Low DutyCycle Wireless Sensor Network was proposed by Y. Gu and T. He where end-to-end routing does not offer to maintain an always-awake communication backbone. Low duty-cycle always causes unreliable nature of wireless communication. It forces to develop a new routing strategy for such networks, so as to achieve network energy efficiency, reliability. The concept of Dynamic Switch-based Forwarding (DSF) that optimizes the expected data delivery ratio, improves energy consumption and reduces the communication latency DSF is designed for networks with already determined node communication schedules. H. Chon, D. Agrawa, and A. Abbadi developed a Route Planning based on Time dependency. There are certain methods for speeding up the routing process in Time Dependent Networks called Contraction Hierarchy algorithm which is an modified version of Dijkstra shortest path algorithm is discussed in this paper. It is suitable for time dependent Wireless Sensor Networks. A query is sent to all nodes and based on the response a route plan is proposed. In the algorithm for Initial Route Construction the distances from all nodes to the sink node are initially infinite. The time axis is infinite, the time-varying link costs and distance are implemented by vectors. The algorithm is similar to the distributed Bellman-Ford algorithm. The main difference is that algorithm is exchanges vectors for time-varying link costs and distances, rather than single values of static link cost and distance. However, due to the diagram of Time Dependent Wireless Sensor Networks. Routing in Duty Cycled limited resource in WSNs, it is more important to avoid the exponential message complexity of the traditional Bellman-Ford algorithm. This algorithm is equipped with the vector implementation, this algorithm computes the shortest path in infinite time intervals. The adaptively duty cycled Wireless Sensor networks are modeled as time dependent networks which satisfy the FIFO condition. Then a distributed algorithm is computed which can be executed for a single execution across the entire time period. Then the shortest path found is maintained so that it can be used with suboptimal implementation. The FIFO condition refers to the fact that packet which was delivered earlier will always arrive at a direct neighbor earlier. There are two steps in construction of shortest path. 

i.) A shortest path is created by Minimum Spanning Tree Algorithm. 
ii.) A shortest path is calculated and an acknowledgement message is sent to the sink 

When comparing to static networks, link changes and node changes are more frequent in duty-cycled WSNs. If a node changes its duty-cycle configuration, or dynamically joins or leaves the network, the links connecting with all its neighbors will be changed at different time intervals. During such conditions occurring a single node update usually causes multiple link updates. Some previous works in static networks have proposed solutions that efficiently deal with single link updates. They are inefficient for multiple link updates caused by a single node update. The algorithms in are also memory-inefficient, since each node stores the route entries for all other nodes, increasing the space complexity. In dynamic Route Maintenance algorithm a node only stores the route to the sink, which is more efficient in WSNs due to their memory constraints. The updates of the shortest path are updated only from the sink to the destination and not on the entire collection of nodes. The node which is to be monitored is first identified. The updating involves creation of initial route and sending an acknowledgement to the sink. The algorithm runs on multiple node when there are multiple node updates.

III. SYSTEM DESIGN

A collection of Sensor nodes in a Sensing area can communicate among themselves and the shortest path is found out by the minimum spanning tree algorithm. The diagram shown below in Fig 3.1 gives a high level block diagram of Time Dependent Wireless Sensor Networks.

![Fig 3.1 Overview of Fast Distributed Routing in WSN](image)

Every node maintains the shortest path to the sink node and does not contain the routing information of other nodes. The sink node interacts through a gateway by which it can be connected with the Internet or transmit information through the Base Station which can be received by the mobile. The Dynamic addition and deletion of Nodes can be easily maintained by changing the initial route maintained. The sensor nodes can represent any of the states as shown in Fig 3.2

![Fig 3.2 States of Sensor Node](image)

The node is initially introduced in to the sensing system which begins to operate in datacentric manner depending on the application. It is active when a particular condition is to be sensed. Then all the nodes either enter in to sleep state or wake up state based on S-MAC protocol. The S-MAC protocol uniformly awakes all the nodes for a certain time period and also the nodes sleeps uniformly for a certain time period. The awake time can be chosen as 120 ms and sleep time can be taken as 2ms as shown in Fig 3.3. The sleep and wake up time period can be changed as per the type of application environment where the sensor node is deployed. A timer is set by the sleeping node and wakes up when it expires. It requires periodic synchronization among nodes to take care of clock drift

![Fig 3.3 S-MAC Protocol](image)

The sending of message can be by the S-MAC protocol can be represented by maintaining a vector $X_i(t)$. When the value of $X_i(t)=1$ then the sensor node is active and message can be sent. When the sensor node enters in to sleep state it sets the vector as $X_i(t)=0$. So when a node wants to send a message to another node in a sensing area then it checks whether $X_i(t)$ is One or Zero and sends message only when it is in awake state i.e. $X_i(t)=1$. If $X_i(t)=0$ then it waits for a time period say 120 ms as described in the above S-MAC protocol. Then using the initial shortest path construction it sends the message. The below flowchart in Fig 3.4 explains the procedure more elaborately.

![Flowchart for Transmitting Messages](image)

Fig 3.4 Flowchart for Transmitting Messages

The Sensor nodes duty cycle refers the ratio of the active period of the nodes to the full active or dormant period of the sensor node over a predefined time interval. The sensor nodes in a Sensing System can be modeled as directed graph and message can be transferred over the time dependent duty cycled sensor networks. When the message is transferred over the shortest path calculated there is least latency since the optimal path is used to transfer message across the nodes and also from nodes to the sink. Thus the optimal performance is achieved in a sensing system under consideration. The estimation of shortest path for routing in the architecture mentioned above leads to the refinement of Minimum Spanning Tree algorithm namely Prim’s Algorithm, Kruskal’s Algorithm. Both of the modules are implemented and a comparison is made. Collision avoidance among the sensor nodes is also implemented. The type of routing followed in the above mentioned architecture is multicast routing.

### 3.1 Enhanced Prim’s Algorithm:

Prim’s algorithm is used for finding the shortest path as the sensor nodes are added to the sensing area. In this algorithm the the array holds the node that have been added. Instead of manipulating the traditional Prim’s Algorithm with weights in each edge the enhanced Prim’s Algorithm works only by the addition of only the active nodes in a sensing area. The distance of every node from the sink is calculated by means of hopcount. During every iteration all of the sensor nodes that are part of the sensing area are checked and then added to the array. It is quite clear that after each round the number of sensor nodes to be checked increases and since each node has a number of edges, we have a loop within a loop. For the last iteration the function must go through almost the entire sensing area.
The algorithm repeats until a minimum spanning tree is formed without loop and this gives the shortest path from the source node to the sink. The Fig 3.1.2 gives the structure of minimum spanning tree formed by enhanced Prim’s algorithm.

![Prim’s Algorithm](image)

The time complexity for enhanced Prim’s algorithm is $O(E + N \log N)$ depending on network structure. The number of edges (Communication Links) are represented by $E$ and Sensor Nodes are represented by $N$.

A. Algorithm for Source Node in Enhanced Prim’s Algorithm:

Initialization:
For any $n_i$ which belongs to $N_{src}$

$\text{Curr}_\text{Src}=n_i$

$\text{ACK}_\text{SINK}_\text{SRC}(i)=0$

$\text{Data}_\text{Value}(i)=0$

Data Transfer

If ($\text{Data}_\text{Value}(i) = \text{Sensing}_\text{Threshold}$)

{ then send $MSG(\text{src,dest,Hopcount,}\text{data})$ to sink along shortest path by Enhanced Prim Set_Timer(25); }

If $\text{ACK}_\text{SINK}$ not received after 25ms
then resend the MSG;
End Data Transfer

B. Algorithm for Sink Node in Enhanced Prim’s Algorithm:

Initialization:
For every $n_i$ which belongs to $N_{sink}$

$\text{ACK}_\text{SINK}=0$

Response Message

If ($\text{Data}_\text{value}(i) = \text{valid}_\text{data}$)
Then send $\text{ACK}_\text{SINK} =1$;
Else
Send “Error_Message”

3.2 Enhanced Kruskal’s Algorithm:

In this algorithm the the nodes may be in a active state or sleep state. Instead of considering the weights among the edges and sorting them only the active edges along two sensor nodes are identified. Then the number of hops needed to reach the sink is taken as the weight among the edges. The active link among the nodes and the edge with the minimum hop count to the sink is considered first and added to the sensor nodes. The edges are added among the sensor nodes until a minimum spanning tree is formed without a cycle.

![Enhanced Kruskal’s Algorithm](image)
Kruskal’s Algorithm

The Fig 3.2.1 gives the Minimum Spanning Tree by Enhanced Kruskal’s algorithm for the sample WSN in Fig 3.1.1. The Time complexity of Kruskal’s Algorithm is $O(E+\log N)$

A. Algorithm for Source Node in Enhanced Kruskal’s Algorithm:
Initialization:
For all link Lis which belongs to Nsrc and Nneighbor along the shortest path
Lis=active;
ACK_SINK_SRC(i)=0;
Data_Value (i)=0
Data Transfer
If(Data_Value (i) = Sensing_Threshold and Lis=active)
{
    then send MSG(src,dest,Hopcount,data)to sink along shortest path by Enhanced Kruskal;
    Set_Timer(25);
}
If ACK_SINK not received after 25ms
then resend the MSG;
End Data Transfer

B. Algorithm for Sink Node in Enhanced Kruskal’s Algorithm:
Initialization:
For every Nsink which belongs to a Sensing area of N nodes
ACK_SINK=0;
Response Message
If (Data_value(i) = valid_data)
Then send ACK_SINK =1;
Else
Send “Error_Message”

3.3 Collision Avoidance:
When more than one node tries to transfer data at the same time through the same channel then there is a possibility of collision and this leads to corruption of packets. It also leads to energy wastage among sensor nodes. This can be avoided by RTS/CTS mechanism. When a sensor node wants to transfer message the RTS message is sent to the Sink. When a RTS message is sent by a node it is overheard by all the nodes along the shortest path identified. So the overhearing nodes along the shortest path constructed will not send RTS message since there is some node already waiting to transfer the message. The Sink on receiving the RTS message transfer to the sink at the time of RTS being sent then the sink replies with CTS. Then the Source node transfers the message. After the entire message is transferred the next node sends the CTS message.

A. Algorithm for Collision Avoidance in Source Node:
Initialization:
For every Ni in N nodes of sensing area
Send Request_To_Send_MSG(src,dest,hopcount,data) to Sink
RTS[i]=1
Data Transfer
Multicast RTS[i]=1 from Source node to nodes along the Shortest Path
Algorithm for Collision Avoidance in Sink Node:
Initialization:
For all i=1 to N in Sensing Area
{
    CTS[i]=0
    RTS[i]=0
}
Response Message
For all i=1 to N in Sensing Area
For all j=i+1 to N in Sensing Area

\[ \text{If}(\text{RTS}[i] = 1 \text{ and Time}_{\text{of}}_{\text{RTS}}[i] \neq \text{Time}_{\text{of}}_{\text{RTS}}[j]) \]
\[ \text{Then send } \text{CTS}[i] = 1 \]
\[ \text{Else} \]
\[ \text{Send } \text{"PKT\_COLLISION\_MSG"} \]

**IV. IMPLEMENTATION**

The Prim’s and Kruskal’s Algorithm were implemented in NS-2. The sensor nodes always function according to S-MAC protocol and the time taken to route according to the shortest path is noted. The number of sensor nodes taken in consideration is 12. The algorithm is simulated using random placement of sensor nodes since the topology of sensor network always vary according to the need of the user. The distance between every sensor node is calculated by the Euclidean’s distance formula \[ |(x1-x2)^2-(y1-y2)^2| \]. The distance between every sensor node and the sink is displayed along with the visualization of packet transmission along the shortest path. A distance of 150 meters is taken as the simulation area for Wireless Sensor Network. When the distance calculated between the sensor nodes exceeds 150 meters then an error message is displayed. This criteria is achieved by setting the threshold value as 150 meters. Destination Sequence Distance Vector Routing (DSDV) algorithm is used. The files for implementing DSDV is correspondingly modified in the simulation tool. The shortest path for a specific discrete time interval is simulated and the trace file values are gathered.

**V. EVALUATION**

A comparison is made between the Enhanced Prim’s, Enhanced Kruskal’s and Fast Time Dependent Shortest Path (FTSP) Algorithm. The time taken by enhanced Prim algorithm to transfer a message is the least since it works well when the number of nodes are added dynamically to a Wireless Sensor Network. In the enhanced Kruskal algorithm the efficiency increases as the number of links between the sensor nodes increases. This algorithm is best examined if it can receive the message. If there are no data suited when all the messages are broadcasted among themselves. FTSP takes more time to route compared with the Prim and Kruskal’s algorithm. The metrics used in evaluation are as follows:

A. Hop Value corresponds the routing distance of nodes throughout the network which considers the end to end latency among the sensor nodes and the energy consumption among them.

B. Data Reliability measures the link quality along the shortest path discovered from each node in the network. It accounts for the end to end message transfer in a Wireless Sensor Network without retransmission.

C. Transmission Rate refers to the ratio of number of packets received at the sink for a particular node to the number of packets actually originated at that node. A value of one indicates that the network is highly reliable since all the messages are received at the processing unit without any loss.

5.1 Analysis of Network by Graph The Wireless Sensor Network of 12 nodes organized as a grid of 100x100 with a random placement of nodes is analysed by means of Graph. The Hop count value is tabulated for the three algorithms as shown in the Fig 5.1.1 which conveys the information that enhanced Kruskal’s algorithm is 50% more efficient compared to FTSP. The enhanced Prim’s algorithm is 75% more efficient compared to the existing FTSP as the number of nodes increases.

![Graph showing Hop Count vs Nodes for FTSP, Enhanced Prim, and Enhanced Kruskal algorithms](image)

The next metric taken for analysis is Data Reliability. The values of data transferred from the source to the sink can be tabulated in a graph as shown in the Fig 5.1.2. It can be concluded from the graph that enhanced Prim’s and Kruskal’s algorithm are 50% more reliable than the existing FTSP algorithm.

![Data Reliability Analysis](image)

**Fig 5.1.2 Data Reliability Analysis**

The Transmission Rate can be tabulated in a graph by measuring the total number of packets received at the sink.

![Transmission Rate](image)

It depends on the congestion of the packets in a network and the time period of transfer. Based on the analysis from the Fig 5.1.3 it can be concluded that the Transmission Rate is maximum for Kruskal followed by Prim and finally the FTSP algorithm. Therefore the enhanced Prim’s and Kruskal’s algorithm are almost 75% more efficient than the existing FTSP algorithm.

VI. CONCLUSION AND FUTURE WORK

In this paper we addressed the various types of routing in Duty Cycled Wireless Sensor Networks. The strengths and limitations of various methods are surveyed. The best method to achieve least latency is to construct the shortest path using minimum spanning tree algorithm. The enhanced Prim’s and Kruskal’s algorithm can be used and a comparison can be done based on time and number of sensor nodes in the sensing area. The security of data transferred by multicast routing can be a problem and it is to be addressed in future. The failure of sink poses a threat since the data cannot be processed and some alternate solution needs to be proposed.
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Abstract: Offering strong data protection to cloud users while enabling rich applications is a challenging task. We explore a new cloud platform architecture called Data Protection as a Service, which dramatically reduces the per-application development effort required to offer data protection, while still allowing rapid development and maintenance.

Introduction

Although cloud computing promises lower costs, rapid scaling, easier maintenance, and service availability anywhere, anytime, a key challenge is how to ensure and build confidence that the cloud can handle user data securely. A recent Microsoft survey found that 58 percent of the public and 86 per-cent of business leaders are excited about the possibilities of cloud computing. But more than 90 percent of them are worried about security, availability, and privacy of their data as it rests in the cloud. This tension makes sense: users want to maintain control of their data, but they also want to benefit from the rich services that application developers can provide using that data. So far, the cloud offers little platform-level support or standardization for user data protection beyond data encryption at rest, most likely because doing so is nontrivial. Protecting user data while enabling rich computation requires both specialized expertise and resources that might not be readily available to most application developers.

Building in data-protection solutions at the platform layer is an attractive option: the platform can achieve economies of scale by amortizing expertise costs and distributing sophisticated security solutions across different applications and their developers.

WHAT ABOUT ENCRYPTION?

In the realm of data protection, full disk encryption (FDE) and computing on encrypted data have recently gained attention, these techniques have fallen short of answering all of the security and maintenance challenges mentioned earlier. FDE encrypts entire physical disks with a symmetric key, often in disk firmware, for simplicity and speed. At the other end of the spectrum, Craig Gentry recently proposed the first realization of fully homomorphic encryption (FHE), which offers the promise of general computation on ciphertexts. Basically, any function in plaintext can be transformed into an equivalent function in ciphertext: the server does the real work, but it does it’s work on the data it’s given. Naturally, this property gives strong privacy guarantees when computing on private data, but the question of its practicality for general cloud applications still remains.

This paper is prepared exclusively for International Conference on Information Engineering, Management and Security 2015 [ICIEMS] which is published by ASDF International, Registered in London, United Kingdom. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage, and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honoured. For all other uses, contact the owner/author(s). Copyright Holder can be reached at copy@asdfinternational.com for distribution.

2015 © Reserved by ASDF.international

1. FDE versus FHE
A comparison of FDE and FHE in the cloud computing setting reveals how these encryption techniques fall short of addressing the aforementioned security and maintenance challenges simultaneously.

1.1 Key management and trust.
With FDE, the keys reside with the cloud platform, generally on or close to the physical drive: the cloud application user isn’t involved in key management. While user data is encrypted on the physical disk, it is always accessible in the clear to any layer above it. Consequently, FDE doesn’t prevent online attacks from leaking the data to an unauthorized party, which is far more common in the cloud setting than physical attacks. With FHE, untrusted applications can’t easily learn or leak data. Users typically own and manage FHE encryption keys, while applications compute on encrypted forms of user data without actually seeing the data. This raises questions about how users can store their keys securely and reliably, especially in the presence of sharing. After all, the point of the cloud is to avoid maintaining local states.

1.2 Sharing.
Collaboration is often cited as a “killer feature” for cloud applications. Fine-grained access control is necessary to let a data owner selectively share one or more data objects with other users. With FDE, users must fully trust the cloud provider to enforce correct access control because the key granularity (the whole disk) doesn’t line up with access control granularity (a single data unit). With FHE, because the user—or a third-party cloud provider employed by the user—manages the encryption keys, the best way of providing access control isn’t clear yet. To offer fine-grained encryption-based access control, we might need to define key management on a per data object granularity basis or over collections of data objects. However, to support homomorphic operations across multiple encrypted objects, those objects must still be encrypted under the same public key.

1.3 Aggregation.
Many cloud applications require performing data mining over multiple users’ data for tasks such as spam filtering or computing aggregate statistics. Because users fully trust the cloud provider, performing such data aggregation is relatively easy with FDE. Current FHE techniques don’t readily allow computing on multiple users’ data encrypted under different keys. Therefore, it isn’t clear yet how to support such data aggregation applications with FHE; similarly, offline aggregation across users’ data isn’t possible. One solution might be to escrow keys to the cloud provider, but that would eliminate many of FHE’s benefits, making its cost harder to justify.

1.4 Performance.
According to a recent survey, 49 percent of users abandon a site or switch to a competitor after experiencing performance issues.3 And the need for speed is only increasing: in 2000, a typical user was willing to wait 8 seconds for a webpage to load before navigating away; by 2009, that number dropped to 3 seconds.
When FDE is implemented in disk firmware, its symmetric encryption can run at the disk’s full bandwidth, effectively avoiding a slowdown. Although researchers have made significant advances in improving FHE’s performance since Gentry’s original proposal, it has a long way to go before becoming efficient enough to deploy at scale. In Gentry’s estimation, implementing something like a Google search with FHE would require roughly 1 trillion times more computation than the one without FHE.4

1.5 Ease of development.
Because FDE is hidden behind an abstraction of the physical disk, it typically has no impact on application development. In theory, FHE could also be relatively automatic: it works on an abstraction of the program as a circuit and transforms that circuit. In practice, however, performing this translation for arbitrary programs—especially when marshaling data could be quite complex. At a minimum, programming tools would need to evolve dramatically.

2. Splitting the difference
Although FDE offers excellent performance and ease of development, it does little to protect privacy at the required granularity. FHE, on the other hand, pushes the privacy envelope in the other direction by removing data visibility entirely from both the server and application developer. However, having a remote machine see and compute on sensitive data isn’t automatically a privacy violation. FHE’s guarantees go beyond what’s necessary to protect data, and in so doing, it incurs significant performance and development costs. We believe the DPaaS approach is better suited for the target applications because it falls between the two. It keeps the natural granularity of FHE by keying on units of sharable data and maintains the performance of FDE by using symmetric encryption. It moves key management and access control to a middle tier—the computing platform—to balance rapid development and easy maintenance with user-side verifiability.

A WAY FORWARD

In an OS, processes and files are the primary units of access control, and the OS provides suitable isolation for these boundaries.

In a cloud setting, the unit of access control is typically a sharable piece of user data—for example, a document in a collaborative editor. Ideally, the system offers some analogous confinement of that data, restricting its visibility only to authorized users and applications while allowing broad latitude for what operations are done on it. This can make writing secure systems easier for programmers because confinement makes it more difficult for buggy code to leak data or for compromised code to grant unauthorized access to data. A malicious program might find different ways to exfiltrate data, such as employing a side channel or covert channel, but the priority here is to support benign developers, while making all applications and their actions on users’ sensitive data more easily auditable to catch improper usage.

One of the main concerns people and organizations have about putting data in the cloud is that they don’t know what happens to it. Having a clear audit trail of when data is accessed—and by whom or what—bolsters confidence that data is being handled appropriately. Confinement can be effective for most normal user accesses, but administrative access that’s outside the normal flow of user access and involves human administrators (for example, for debugging and analysis) can especially benefit from auditing.

3. Verifiable platform support

Bugs need to be fixed. Data needs to be updated and migrated as schemas change. Offline computation is valuable for data aggregation across users or for precomputation of expensive functions. To reduce the risk of unattended backdoor access, all these functions should be subject to the same authorization flows and platform-level checks as normal requests, albeit with a separate, appropriate policy. Platform providers should build support for confinement and auditing into the platform in a verifiable way. This approval has many advantages:

- application developers don’t have to reinvent the wheel;
- application code is independent of ACL enforcement;
- third-party auditing and standards compliance are easier; and
- the verifiable platform extends to virtualized environments built atop it.

Finally, the cost of examining the platform is amortized across all its users, which means significant economies of scale.

4. Design space and a sample architecture

Figure 1 illustrates an example architecture for exploring the DPaaS design space. Here, each server contains a trusted platform module (TPM) to provide secure and verifiable boot and dynamic root of trust. This example architecture demonstrates at a high level how it’s potentially possible to combine various technologies such as application confinement, encryption, logging, code attestation, and information flow checking to realize DPaaS.

4.1 Confinement.

A secure data capsule (SDC) is an encrypted data unit packaged with its security policy. For example, an SDC might encompass a sharable document or a photo album along with its ACL. The platform can use confinement and information-flow controls to enforce capsules’ ACLs.

4.2 Audit trails.

Because the platform mediates all data access, authenticates users, and runs binaries, it knows what data is accessed by what user, and with which application. It can generate meaningful audit logs containing all these parameters and optionally incorporate additional information from the application layer.
4.3 Platform verifiability.

The DPaaS approach provides logging and auditing at the platform level, sharing the benefits with all applications running on top. Offline, the auditor can verify that the platform implements each data protection feature as promised. At runtime, the platform provider can use trusted computing (TC) technologies to attest to the particular software that's running. TC uses the tamperproof TPM as well as the virtualization and isolation features of modern processors, such as Intel VT or AMDV.

5. Achieving data protection goals

We assume in the analysis that the platform behaves correctly with respect to code loading, authorization, and key management, and that the TPM facilitates a runtime attestation to this effect. DPaaS uses a combination of encryption at rest, application confinement, information flow checking, and auditing to ensure the security and privacy of users' data. Application confinement isolates faults and compromises within each SEE, while information flow checking ensures that any information flowing among SEEs, data capsules, and users satisfies access-control policies. Controlling and auditing administrative accesses to data provides accountability. DPaaS can guarantee the integrity of the data at rest via cryptographic authentication of the data in storage and by auditing the application code at runtime. Access controls, authorization, and auditing capability are common challenges for application developers. Incorporating these features within the platform is a significant improvement in terms of ease of use, and it doesn't constrain the types of computation that can be performed within a SEE. The platform logs common maintenance and batch processing tasks to provide accountability. These tasks too often require one-off work in the development process and can benefit from standardization.

CONCLUSION

As private data moves online, the need to secure it properly becomes increasingly urgent. The good news is that the same forces concentrating data in enormous datacenters will also aid in using collective security expertise more effectively. Adding protections to a single cloud platform can immediately benefit hundreds of thousands of applications and, by extension, hundreds of millions of users. While we have focused here on a particular, albeit popular and privacy-sensitive, classes of applications, many other applications also need solutions.
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BRAIN WAVE CONTROLLER FOR STRESS REMOVAL AND AUTOMATION OF AUTOMOBILE IGNITION TO PREVENT DRIVING UNDER INFLUENCE

[CONTROLLING BRAIN WAVES USING EMBEDDED SYSTEMS]
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ABSTRACT: Stress is a prevalent and costly problem in today's workplace. It is the harmful physical and emotional response that occurs when there is a poor match between job demands and the capabilities, resources, or needs of the worker. Persistence of stress results in cardiovascular disease such as depression, concentration and memory loss. Addiction is one of the chronic disorders that are characterized by the repeated use of substances or behaviors despite clear evidence of morbidity secondary to such use. It is a combination of genetic, biological / pharmacological and social factors. Example: gambling, alcohol drinking, taking narcotic drugs and certain mannerisms. The therapies at present consume time. About 24% of the accidents taking place are due to drunken drive. A driver subjected to long drive falls sleepy and ends up in accident. In this paper we briefly discuss about the brain wave and brains reaction during stress, addiction and drunk. This paper also explains you the basic task of Brainwave Controller, that how stress, addiction is identified with the help of brainwave and how these are controlled using the principle binaural beats. Also we have designed a device to detect the brainwaves and process it to determine whether it is addiction or stress. In addition to controlling of brainwaves, it also has a feature to avoid an individual who consumes alcohol to drive a vehicle. This paper promises to be an economical solution for the people who suffer from stress, addiction and to prevent accidents.

I. INTRODUCTION

Driving Under Influence (DUI):
Driving under the influence of alcohol (operating under the influence, drinking and driving, impaired driving) or other drugs is the act of operating a vehicle (including boat, airplane, or tractor) after consuming alcohol or other drugs. DUI or DWI are synonymous terms that represent the criminal offense of operating (or in some jurisdictions merely being in physical control of) a motor vehicle while being under the influence of alcohol or drugs or a combination of both. It is a criminal offense in most countries as it contributes to some of the major accidents. Now let us consider few basic concepts upon which this project is largely based upon.
Blood alcohol content or blood alcohol concentration (abbreviated BAC) is the concentration of alcohol in a person's blood. BAC is most commonly used as a metric of intoxication for legal or medical purposes. It is usually expressed in terms of volume of alcohol per volume of blood in the body. That is a unit-less ratio commonly expressed as parts per million (PPM) or as a fractional percentage. That is a decimal with 2-3 significant digits followed by a percentage sign, which means 1/100 of the previous number (E.g., 0.0008 expressed as a percentage as 0.08%). Since measurement must be accurate and inexpensive, several measurement techniques are used as proxies to approximate the true parts per million measure.

Some of the most common are listed here: (1) Volume of alcohol per volume of exhaled breath (E.g. 0.08 mL/L), (2) Mass per volume of blood in the body (E.g.: 0.08 g/L), and (3) Mass of alcohol per mass of the body (E.g.: 0.08 g/Kg). After one drink you reach your peak after 30 minutes and you should wait a few hours before you drive. The number of drinks consumed is often a poor measure of BAC, largely because of variations in weight, sex, and body fat.

**Ignition Interlock System:**

An ignition interlock device or breath alcohol ignition interlock device (IID and BIID) is a mechanism, like a breathalyzer, installed to a motor vehicle's dashboard. Before the vehicle's motor can be started, the driver first must exhale into the device, if the resultant breath-alcohol concentration analyzed result is greater than the programmed blood alcohol concentration, usually 0.02% or 0.04%, the device prevents the engine from being started. At random times after the engine has been started, the IID will require another breath sample. The purpose of this is to prevent a friend from breathing into the device, enabling the intoxicated person to get behind the wheel and drive away. If the breath sample isn't provided, or the sample exceeds the ignition interlock's preset blood alcohol level, the device will log the event, warn the driver and then start up an alarm (e.g., lights flashing, horn honking, etc.) until the ignition is turned off, or a clean breath sample has been provided. A common misconception is that interlock devices will simply turn off the engine if alcohol is detected; this would, however, create an unsafe driving situation and expose interlock manufacturers to considerable liability. An interlock device cannot turn off a running vehicle, all that an Interlock device can do is interrupt the starter circuit and prevent the engine from starting...

**II. Principle**

The principle behind this device is Binaural Beats. Binaural beats or binaural tones are auditory processing artifacts, which are apparent sounds, the perception of which arises in the brain independent of physical stimuli. The brain produces a similar phenomenon internally, resulting in low-frequency pulsations in the loudness of a perceived sound when two tones at slightly different frequencies are presented separately, one to each of a subject's ears, using stereo headphones. A beating tone will be perceived, as if the two tones mixed naturally, out of the brain. The frequency of the tones must be below about 1,000 to 1,500 hertz. The difference between the two frequencies must be small (below about 30 Hz) for the effect to occur; otherwise the two tones will be distinguishable and no beat will be perceived.

Binaural beats can influence functions of the brain besides those related to hearing. This phenomenon is called frequency following response (FFR). The concept is that if one receives a stimulus with a frequency in the range of brain waves, the predominant brain wave frequency is said to be likely to move towards the frequency of the stimulus (a process called entrainment). Human hearing is limited to the range of frequencies from 20 Hz to 20,000 Hz, while the frequencies of human brain waves are below about 40 Hz. To account for this, binaural beat frequencies must be used.

According to this view, when the perceived beat frequency corresponds to any of the brainwave frequencies, the brain entrains to or moves towards the beat frequency. For example, if a 315 Hz sine wave is played into the right ear and a 325 Hz one into the left ear,
the brain is supposed to be entrained towards the beat frequency 10 Hz. Alpha range is usually associated with relaxation, this is supposed to have a relaxing effect. Some people find pure sine waves or pink noise unpleasant, so background music (e.g. natural sounds such as river noises) can also be mixed with them.

III. CONSTRUCTION AND WORKING

A. \textit{Block diagram}

The General block diagram of controlling addiction/stress is shown in the figure 4.

Fig. 4 General block diagram to control addiction / stress

The General block diagram to avoid DUI is shown in the figure 5.

Fig. 5 General block diagram to avoid DUI

The General block diagram to avoid accidents is shown in the figure 6.

Fig. 6 General block diagram to avoid accidents

The block diagram used in implementation of brainwave controller with all its modes is given in figure 7.

---

B. EEG Sensors
EEG sensors is used to measure the electrical equivalent signal of brain wave. It consists of a 0.7 inch diameter hard plastic outer disc housing with a pre-jelled Silver chloride snap style post pellet insert. These sensors do not contain any latex. Figure 8 shows the representation of Ag/AgCl EEG sensor.

Fig. 8 Electroencephalography (EEG) sensors

The sensor sends the analog brainwave signal into the instrumentation amplifier circuit.

B. Instrumentation Amplifiers
The amplitude of analog brainwaves is in between the range of 150 – 250 micro volts (µV). This is very low. For processing, at least amplitude above 2 volt is needed. For this a high gain and low noise amplifier is needed. For that instrumentation amplifier with high gain and high CMRR ratio is employed.

Here one operational is not enough to produce this much high gain. So a series of amplifier is cascaded to give required gain. The gain of an individual inverting operational amplifier is given by:

\[ \text{Gain (A)} = \frac{-R_2}{R_1} \]
Here we are using four inverting amplifier cascaded as shown in figure 9. Let the gain of each inverting amplifier from left to right be \( A_1, A_2, A_3 \) and \( A_4 \). And let \( V_i \) and \( V_o \) be the input and output voltages of the amplifier.

Now,

\[
A_1 = \frac{-R_2}{R_1} = \frac{-2}{1} = -2
\]

\[
A_2 = \frac{-R_4}{R_3} = \frac{-10}{1} = -10
\]

\[
A_3 = \frac{-R_6}{R_5} = \frac{-10}{1} = -10
\]

\[
A_4 = \frac{-R_8}{R_7} = \frac{-100}{1} = -100
\]

*all resistors are in kilo ohm

Now Total Gain of the amplifier \( A_{\text{eff}} \),

\[
A_{\text{eff}} = A_1 * A_2 * A_3 * A_4
\]

\[
A_{\text{eff}} = (-2)*(-10)*(-10)*(-100)
\]

\[
A_{\text{eff}} = 20,000
\]

Therefore,

\[
V_o = Vi * A_{\text{eff}} * V_i
\]

\[
= 15 * 10^{-5} * 20,000 \text{ V}
\]

\[
V_o = 3 \text{ V}
\]

Hence an amplifier with gain 20,000 is designed using basic operational amplifier.

B. DSP Processor

The Amplified EEG signal is given to TMS320C6713 DSP Processor where it has a pre-defined program to select a range of frequency from 1 – 50 Hertz. Then that selected range is converted from analog to digital samples. The DSP processor has a definite program according to different modes selected from the switch. There are 3 modes with which we can use this device.

E. Simulation:

The following simulation images indicate the recorded brainwave using 2 EEG electrodes:
1. **Mode - 1: Controlling addiction / stress:**

In mode 1 the DSP processor checks for the frequency range between 32 – 40 Hertz. If the range is between 32 – 40 Hertz, it is considered that the person is under addiction/stress and the processor runs a look-up table which contains the digital samples of binaural beats. The samples produce sine wave with a difference of 10 Hertz. These two waves are sent to each side of headphone.

![Diagram of two frequencies](image)

**Fig.10 Block Diagram – Sending two similar tones with difference in frequency.**

This generates the binaural beats. This is given to the ears. As the difference in these two waves is 10 Hz which is below 20 Hz, it cannot be detected by the human ear. But there is a neuron called afferon neuron inside the ear which senses this 10 Hz and sends it to brain as a stimulus. Now this stimulus entrains the brain to generate a stimulus of brainwaves similar to the supplied stimulus thereby reducing the brainwaves from 32 – 40 Hz to 9 – 14 Hz making the mind relaxed.

2. **Mode – 2: Avoiding DUI:**

When the switch is turned to mode 2, the device is connected to internal circuitry of a vehicle. Firstly, an Ignition Interlock Device (IID) is placed in an automobile and it is made mandatory for the driver to exhale into the breathalyzer to switch on the automobile’s engine. Here, the Blood Alcohol Level (BAC) of the driver is analyzed and in case of high BAC the engine does not start. If BAC is low, then a specially fabricated Electroencephalograph (EEG) headset (which contains EEG sensors according to international 10 -20 system) should be placed in the driver’s head to analyze the driver’s brainwaves. By analyzing the driver’s brainwaves, the risk of driving under the influence of drugs is reduced. Here the BAC is measured as per the international threshold value of 0.04ml/L. Once the BAC is declared low, then the driver has to take up the drug test, which involves the usage of EEG headset in order to detect the brainwave activity of the driver. Unless and otherwise the driver has his brain wave levels at alpha or beta mode, the engine will not start.
3. Mode – 3: Night drive:

When the switch is turned to mode 3, the device is used to avoid sleep while long night drive. Here the individual must wear a cap at all times. This cap is embedded with EEG sensors as explained in mode 2. Here too DSP processor checks whether the signal has frequency below 7 Hertz which means the individual is nearly asleep. If such is the case, the processor triggers an alarm, so that accidents can be avoided. This alarm could be of any form. For example it could be horns honking or the audio system playing loud music or enabling specific alarm device to perform the waking up operation.

IV. CONCLUSION

Firstly, the brainwaves are controlled by the principle of binaural beats and frequency following response thereby controlling addiction or stress by making the mind relaxed temporarily. Secondly, the brainwaves are continuously monitored to avoid drunken drive in a vehicle. Thirdly, the brainwaves are continuously monitored to falling asleep while driving long distance in a vehicle. Though all the above applications are discreet to each other, it is absolutely useful to use a same device for all the three purposes.

V. MERITS

1. The whole device is light weight and can be carried anywhere.
2. The whole device including sensors and headphone is cheap and costs only about Rs. 1500 and slightly above.
3.

VI. DEMERITS

Those meeting any of the following criteria should not use binaural beats

1. Epileptics
2. Pregnant women
3. People susceptible to seizures
4. Pacemaker users
5. Photosensitive people.

VII. FUTURE ENHANCEMENTS

1. The concept of frequency following response can be further researched to ease communication with deaf and dumb individuals.
2. The concept of binaural beats can be further used to study the resonance of brain during brain diseases.
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Abstract: Due to possibility of high return, investment in stock is a challenging task for research community not only in finance but also in other disciplines of applied science and engineering. In this paper graph theory is used for portfolio optimization. All the constraints like upper bound of investment risk, fund constraint, time horizon etc. is being satisfied within this technique. The newly proposed technique outperforms the traditional techniques. However, due to paucity of time and non-availability of data set, the entire study is based on empirical in Indian context only. Future researchers can extend and verify its applicability for stock markets of other countries.
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I. INTRODUCTION

A portfolio refers to a collection of securities held by an investor. Selection of securities within a portfolio obviously depends on risk aversion of the investor. So a good mix of securities implies different meaning to different people. Risk analysts usually consider return appreciation of securities pairwise within a portfolio. Types of securities included in a portfolio, may not necessarily be those which are positively correlated to each other [3]. The rational of such selection is to protect against adverse performance by limiting the risk. For example, to hedge against adverse downside risk of stock market, investors can simultaneously hold a put option to offset potential losses. This paper will address such issues using a graph theoretical framework. To the best of the knowledge, authors claim that sufficient literature is presently not available to link graph theory and portfolio management.

The next section describes graph theoretical concept followed by graph modeling of portfolio. Subsequently proposed methodology is illustrated followed by empirical evidence in Indian context. The paper terminates with vital conclusions along with scope future expansion.

II. GRAPH TERMINOLOGIES

A graph \( G \) is mathematically defined as tuple \( (V, E, \varphi) \) where \( V \) is a non-empty set whose elements are called vertices of \( G \), \( E \) is a set whose elements are called edges of the graphs and \( \varphi \) is a function from \( E \) to \( V \times V \) and called incidence function of the graph [2]. Geometrically the graph \( G = (\{v_1, v_2, v_3\}, \{e_1, e_2\}, \{(e_1, v_1, v_2), (e_2, v_1, v_2)\}) \) can be represented as in Fig. 1. Extending the notion of a graph, a signed graph is simply a graph where each edge corresponds to either positive or negative sign. For example Fig. 2 is a signed graph. Signed graph is relevant in describing the concept of structural balance [4]. According to the principle extolled by balance theory, a structure is balanced if all the cycles (closed walk between vertices and edges) of the signed graph are positive. Otherwise, it will be unbalanced. A cycle is said to be positive if it has even number of negative edges in the cycle. Otherwise it will be negative. According to balance theory, any real life scenario with unbalanced structure has a tendency always to...
undergo changes, (i.e. correction in bias) in order to restore its state of balance. Several approaches for determining the degree of balance associated with signed graph has been reported [5]. Among them, the triangular degree of balance index is perhaps the most elegant. The index is calculated by taking the ratio of the number of positive triangles (i.e. 3 vertices cycle) to the total number of triangles in the signed graph.

![Fig. 1. A simple graph](image1)

![Fig. 2. A signed graph](image2)

This paper requires the concept of complete graph also. G is said to be complete iff it includes all possible edges between its vertices. A complete graph with n vertices is denoted by $K_n$ as in Fig. 3.

![Fig. 3. A complete graph with 3 vertices ($K_3$)](image3)

If we denote negative edges by dotted line then some possibilities of complete graphs with 3, 4 and 5 vertices are shown in Fig. 4, Fig. 5 and Fig. 6 respectively.

![Fig. 4. Possible $K_3$](image4)

![Fig. 5. Possible $K_4$](image5)

With these concepts of graph theory, now we are in a position to move in the next section describing link between graph theory and portfolio management.

### III METHODOLOGY AND ANALYSIS

A portfolio of n securities can be represented as a complete graph whose vertices are securities and edges are sign of correlation between vertices. Hence a negative edge implies purpose of hedging. By analysing such portfolio graph, this paper recommends following benefits.

- The nature of portfolio graph can be used to judge the motive of investor. If protection against market shocks is the intention then graph should be balanced with at least one negative edge. On the other hand a balanced graph with all positive edges offers tendency to move either upside or downside. Hence it will be speculative in nature.
- A given portfolio graph is able to suggest possible course of actions for investors. If the portfolio graph is not balanced then suggestive restructuring can enhance the state of balance. On the other hand, for a given balanced graph, we can suggest structural transformations to move towards either hedging or speculation subject to risk.

Let us consider some possibilities of the portfolio graphs of 3, 4 and 5 vertices respectively as shown earlier in Fig. 4, Fig. 5 and Fig. 6. Only the balanced graphs are marked asterisk. Now we will discuss two possible situations. Case –I depicts the portfolio is balanced initially and case – II considers when it is unbalanced initially.

**Case –I:** Evidently 5(a) is balanced and has all positive edges and hence unprotected against downside risk. In order to hedge, the paper finds two possible courses of actions (recommended for an investor):

- Replacement of one or more vertices within Portfolio graph.
- Removal or Incorporation of one or more vertices within portfolio graph.

Evidently 5(e) and 5(h) both graphs are balanced. A transformation from 5(a) to 5(h) will involve replacing more than one security while 5(e) will need only one replacement.

A balanced $K_n$ can be transformed to either balanced $K_{n+m}$ or balanced $K_{n-m}$ for some suitable natural number m. For example hedging can be done by incorporating stock option or future. It will imply transformation like 5(a) to 6(e).

**Case –II:** In this case, also we have two courses of actions as like as first case. To illustrate restructuring of unbalanced portfolio, we consider 6(a) which is unbalanced which can be transformed to balanced 6(e) without changing number of vertices. Even if a stable structure like 6(e) is not achievable, in order to reduce level of risk, investors may seek to restructure to one that has a higher degree of balance such as 6(h) or 6(g). Similarly to case–I, we can also restructure unbalanced portfolio by removal or incorporation of securities.

This section finds the evidence that goodness of a portfolio can be determined by its degree of balance. To arrive such empirical findings, we have considered 4 portfolios, each of which consists of 10 randomly selected stocks from National Stock Exchange of India, such that no two within the same portfolio, belong to same sector. The list of stocks is given in sorted order in Table 1.
Table 1. Four Portfolios (Ten stocks each)

<table>
<thead>
<tr>
<th>No</th>
<th>Stock Name (Industry Affiliation)-Portfolio1</th>
<th>Stock Name (Industry Affiliation)-Portfolio2</th>
<th>Stock Name (Industry Affiliation)-Portfolio3</th>
<th>Stock Name (Industry Affiliation)-Portfolio4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Axis Bank Ltd (Finance)</td>
<td>ABB LTD (Capital Goods)</td>
<td>ACC LTD (Housing Related)</td>
<td>Axis Bank Ltd (Finance)</td>
</tr>
<tr>
<td>2</td>
<td>BPCL (Refineries)</td>
<td>Adani Power Ltd (Power)</td>
<td>Axis Bank Ltd (Finance)</td>
<td>Bajaj Hindustan Ltd. (Agriculture)</td>
</tr>
<tr>
<td>3</td>
<td>CESC Ltd (Power)</td>
<td>Berger Paints India Ltd (Chemical &amp; Petrochemical)</td>
<td>Bilcare Ltd (Health care)</td>
<td>Berger Paints India Ltd (Chemical &amp; Petrochemical)</td>
</tr>
<tr>
<td>4</td>
<td>CMC Ltd (Software)</td>
<td>CIPLA (Pharmaceutical)</td>
<td>CIPLA (Pharmaceutical)</td>
<td>Bharat Forge Ltd (Transport Equipments)</td>
</tr>
<tr>
<td>5</td>
<td>DLF (Housing Related)</td>
<td>Dish TV India Ltd (Media &amp; Publishing)</td>
<td>DLF (Housing Related)</td>
<td>DLF (Housing Related)</td>
</tr>
<tr>
<td>6</td>
<td>EIH Ltd (Tourism)</td>
<td>EIH Ltd (Tourism)</td>
<td>Escorts Ltd (Transport Equipments)</td>
<td>EIH Ltd (Tourism)</td>
</tr>
<tr>
<td>7</td>
<td>FDC Ltd (Healthcare)</td>
<td>Emami Ltd (FMCG)</td>
<td>Finoles Industries Ltd (Chemical &amp; Petrochemical)</td>
<td>Entertainment Network (India) Ltd (Media &amp; Publishing)</td>
</tr>
<tr>
<td>8</td>
<td>Grasim Industries Ltd (Textile)</td>
<td>Grasim Industries Ltd (Textile)</td>
<td>Grasim Industries Ltd (Textile)</td>
<td>Essar Oil Ltd (Refineries)</td>
</tr>
<tr>
<td>9</td>
<td>Havel’s India Ltd (Capital Goods)</td>
<td>HCL Technologies Ltd (Software)</td>
<td>GTL Infrastructure Ltd (Telecom)</td>
<td>Havel’s India Ltd (Capital Goods)</td>
</tr>
<tr>
<td>10</td>
<td>ITC Ltd (FMCG)</td>
<td>Hindustan Unilever Ltd (Diversified)</td>
<td>Hindustan Unilever Ltd (Diversified)</td>
<td>Hindalco Industries Ltd (Aluminum)</td>
</tr>
</tbody>
</table>

Source of Industry Affiliation: NSE India

The sample is drawn with replacement between portfolios but without replacement within a portfolio. Naturally, the same stock may participate in different portfolio and restrict our choice in such a way that no two portfolios have more than 5 stocks (50% of 10 stocks) in common. The merit of such selection is not to be biased with predefined sectorial correlation between stocks (as nicely pointed out by [1]). Depending on their average prices (i.e. (closing prices + opening prices)/2) from 01.04.10 to 30.11.14, we have completed pair wise correlation ρ = cov(x,y)/σxσy using statistical package SPSS and use the sign of ρ in our empirical study. Now for each of these portfolios, we constructed their portfolio graphs and recorded their balance index shown in Table 2.

Table 2. Rank of four Portfolios (Ten stocks each) vs. Balanced index of their graph.

<table>
<thead>
<tr>
<th>Portfolio</th>
<th>Balance Index</th>
<th>Sharpe</th>
<th>Treyner</th>
<th>Jenson</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.314</td>
<td>-0.0089</td>
<td>-0.1370</td>
<td>-0.0640</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>0.726</td>
<td>0.0041</td>
<td>0.2056</td>
<td>0.2957</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0.568</td>
<td>0.0015</td>
<td>0.0527</td>
<td>0.1492</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>0.621</td>
<td>0.0023</td>
<td>0.1663</td>
<td>0.2141</td>
<td>2</td>
</tr>
</tbody>
</table>

Result: Computed.

It is evident from finance literature that only return cannot be the proper tool for measuring performance of any portfolio. One must consider the risk undertaken by each portfolio also. For measuring effectiveness of our portfolios, we have used Sharpe, Treyner, and Jenson which are the proven tools in financial management.

With these measures, we computed our 4 portfolios to rank them and results are presented in Table 2. From those results, it is clear that portfolio graph with highest degree of balance is proved to be rank first and similarly remaining portfolios are ranked according as decreasing balance of index. Though the author agree personally that to keep the degree of balance as the sole criteria to invest may not work fully but to significant extent this paper proved it viable for randomly selected portfolios from Indian stock market. It opens a new area of research towards stock market using a tool like graph theory which has almost never been used previously.
IV CONCLUSION

Main objective of this paper is to illustrate a methodology describing how complete signed balanced graph representation of portfolio can be used for risk analysis. It also provides a surprisingly elegant method to describe state of balance for a given portfolio graph. The paper recommends a portfolio graph which is complete signed and balanced for effective hedging but market dynamics can anytime change these characteristics of an existing portfolio. Proactive measures to restructure the portfolio graph may therefore be a necessary challenge in finance literature (future scope). In the empirical part, this paper attempts to study the goodness of a portfolio in terms of its balance index. It has been found that more the balance index, more suitable the portfolio is. Hence the paper recommends the investors to go for that portfolio which has more degree of balance. Although our illustrations are based on simple portfolio but the idea is generally applicable for portfolio involving larger cluster of assets. As the number of assets increases, the geometrical representation of portfolio graph should provide attractive alternatives for exposing structurally weak portfolios. Hence finding optimal transformation (of portfolio graph structure) subject to the available investment capital constraint is another challenge in future. Such optimality of a restructuring can be perceived in terms of number of vertices (securities) involved, changing amount of investment capital etc.
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Abstract: A sensor network consists of multiple detection stations called sensor nodes, each of which is small, lightweight and portable. Every sensor node is compact and doing task of the sensing, processing, etc. The implementation of monitoring of environment is hard task. This Sensor applications are to be implemented in multiple fields such as smart power grids, smart buildings and smart industrial process control significantly contribute to more efficient use of resources. Each node has sensor interfacing with signal conditioning and processing unit such as MSP430G2553 ultra low power device. The interfacing of the temperature sensors to MSP430 ICS on all nodes and light dependent resister to source and destination node. Destination node is assembled with 16*2 LCD display to get the values continuously on the display module. Continuous monitoring of all the nodes and observation is done on Master Computer. This operating system is designed to work on Windows 7.
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I. INTRODUCTION

A wireless sensor network consists of a set of nodes powered by batteries and collaborating to perform sensing tasks in a given environment. It may contain one or more sink nodes (base stations) to collect sensed data and relay it to a central processing and storage system. A sensor node can be divided into three main functional units: a sensing unit, a computing unit and a computing unit[1]. My project aim is to make generalized platform for monitoring of the environment in suitable and non suitable conditions. As the emulation includes five nodes (slaves) are used out of which one is connected to PC/master computer called master slave and other four nodes are kept at some distance. Communication is done by RF2500[2] transceivers i.e. 2.5GHz ISM license free band (zigbee). This module is CC2500 Serial Transceiver Wireless Module made by Vegarobokits. This module is interfaced with each node. Each node has sensor interfacing with signal conditioning and processing unit such as MSP430G2553 ultra low power device[1]. We have interfaced the temperature sensors on all nodes and light dependent resister to source and destination node. Destination node is assembled with 16*2 LCD[5] display to get the values continuously on the display module. Continuous monitoring of all the nodes and observation is done on Master Computer. This operating system is designed to work on XP, or Windows 7, platforms. The sensor networks are often deployed in unattended remote geographic areas, such as inside a large machinery at the bottom of an ocean, in contaminated field, battlefield, in home or large building. In a multi-hop sensor network, communicating nodes are linked by a wireless medium such as radio, infrared, or optical media.
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II. SENSOR NODE STRUCTURE

A. Processing Unit
In order to control the components of the sensor nodes and perform the required computations this subsystem is responsible for it. There are two sub-units, storage unit and processor unit[7]. Microcontroller MSP430G2553: The device features a powerful 16-bit RISC CPU, 16-bit registers, and constant generators that contribute to maximum code efficiency. The digitally controlled oscillator (DCO) allows wake up from lowpower modes to active mode in less than 1 μs. The MSP430G2x13 and MSP430G2553[6] series are ultra-lowpower mixed signal microcontrollers with built-in 16-bit timers, up to 24 I/O capacitive-touch enabled pins, a versatile analog comparator, and built-in communication capability using the universal serial communication interface. In addition the MSP430G2553[7] family members have a 10-bit analogto-digital (A/D) converter.

B. Communication Unit
The sensor nodes due to this component interact with the base station and to the other nodes. Usually this subsystem is radio of short range but other fields has also been explored like ultrasound, infrared communication and inductive fields, communication by using CC2500 modules made by Vagarobokits[11] and these are able to interface with microcontroller IC MSP 430G2553[7] as both theses device have interfaced easily. As modules has capability of analog to digital conversion (ADC). So user has to just configure the module once for ADC, & the module will send the data to the respective receiver, at the given interval of time. Interfacing includes the communication of the microcontroller MSP 430G2553[7][8] IC of every node with other node. As we are implementing the sensor network for 5 nodes, four nodes are communicated with each other. Diagram for communication with microcontroller is as shown in below figure. It is only the communication of pins of RX of CC2500 with TX of Microcontroller and TX of CC2500[11] with RX of microcontroller with voltage of 5.12V DC as Vcc and ground is connected same of Launchpad[12].

![Fig. 1. Interfacing of CC2500 module with MSP430IC](image)

C. Power Unit
Here power supply is provided to all the sections of the Node. Each node has sensing unit, processing unit, communication unit. Communication unit is provided with 5.12 DC V from power unit, as conversion of 12.52V DC to 5.12V by using 7805 voltage regulator. The processing unit includes the launch pad kit so it is provided with 3.3V. The range of the supplied voltage is 2.2 V to 3.6 V DC. We are providing it 3.3 V DC form power supply unit. Here 3.3 V is achieved by converting 5.12V into 3.3 V by using LM1117 IC it is the linear regulator having 800 mA low dropout IC, it gives continuous output of 3.3 VDC. We have obtained these 12.52 V DC from Adaptor and it is connected to every node. And then this voltage is converted as per our requirement. Adaptor converts 100-230V AC to 12.52 V DC with 1A rating at 50 Hz frequency. We are applying this to all five nodes.

D. Sensing Unit
Sensors are converting the temperature into electrical signals or light detection into electrical signals. In our project we are using only temperature sensor[14] (LM 35 DZ) and Light dependant resistor LDR only for Source node. Temperature sensor on all other four nodes these transducers are provided with voltage supply form voltage regulator. Signal Conditioning Section In the sensor node we have developed, LM35 DZ[14] serves as the temperature sensor. It is TO 92 Package. It generates an output voltage proportional to the temperature of the surroundings. Hence if we observe the output voltage to be 200mV at some time, we can say that the temperature at that moment is 20 degree Celsius. The output of the sensor is fed as the input of the ADC available in MSP 430 IC. In our configuration, the interfacing with the microcontroller, would give a digital output corresponding to the temperature.

E. Source Node
Source node is master node it is connected to personal computer through USB as it is made up of MSP430G2553 launch pad it is provided with DC power supply form adaptor as it is already mentioned in the power unit. As source node is beginner of the communication. When we starts the power supply of all the nodes, then we are initializing the node and begins the serial
F. Destination Node

Destination node is last node of communication; this node is interfaced with temperature sensor of LM35DZ in TO-92 Package and it is provided with 12 V DC adaptor and CC2500 communication module. Work of destination node starts after routing done and it is shown, the sensor value is kept at P1_5 pin, the data is shown on LCD 16*2 character display. Incoming bytes to the source node is noted by Val character. After route path is identified by source node, it will initialize the destination node and serial communication begins, then LCD[13] begins as shown in program then, data of character ‘incoming bytes’ is defined and it is of 6 bytes.

G. Intermediate Nodes

As the intermediate node includes three nodes, Node-1, Node-2, and Node-3, these nodes are interfaced with temperature sensors of LM35 DZ with TO-92 package, and processor MSP430G2553 of launchpad kit and CC2500 communication module powered with 12 V DC adaptor and in programming section path routing is done with after serial communication its main work is to check the data and transfer it to next node.

III. IDENTIFY THE ROUTE

As the source node is doing the important task of identifying the route it is the AODV protocol implementation. This node is the starting node of communication in the protocol, as this node starts serial communication it will get into the route setup of the communication, then it will check each nodes, first it will check node-1, as there is PC Frame is formed before start of communication, in PC Frame it is noted with $1 sign for Node-1, and then it will check sensor value of node-1 and stores response time of the node-1. After that the source node will similarly check node-2 and node-3 and its notations are $2 for node-2 and $3 for node-3, and stores the interval of response and sensor value of both nodes. According to the node intervals stores the source node get the position of the nodes and assign it as the assign the node positions.

![Diagram](https://example.com/diagram.png)

**Fig. 2. Condition-1 for Node Position Assigning**

Here interval[0] is time required to get acknowledgement to source node from node-1 in milliseconds. Here interval[1] is time required to get acknowledgement to source node from node-2 in milliseconds. Again here interval[2] is time required to get acknowledgement to source node from node-3 in milliseconds. This figure is made from our condition-1 in which interval[0]> interval[1] and interval[1]>interval[2] then we can say that node three is very close to source node then node-3 is given position at Data Frame[1], and node-2 is longer than node-3 but nearer than node-1 hence it is given position at Data Frame[2]. And node-1 is longer than node-2 and node-3 hence it is given position at Data Frame[3]

![Diagram](https://example.com/diagram.png)

**Fig. 3. Data Frame Format**

Notations of the dataframe format
Data Frame[0] = #, means it is data frame for source node
Data Frame[1] = 3, node-3 is nearest to source node
Data Frame[2] = 2, Node-2 is longer than node-3 but nearer than node-1
Data Frame[3] = 1, Node-1 is longer than node-2, and node-3
Data Frame[4] = counter
Data Frame[5] = source sensor value

Notations of the PC frame format
& indicates this data is for PC
SV is sensor value for 1st intermediate node
SV is sensor value for 2nd intermediate node
SV is sensor value for 3rd intermediate node

In this way the node position is assigned to the all three center nodes for first condition


All these are possibilities of the Node positions, on every identification of route discovery theses path is identified and come in effective for routing purpose. In this way the node positions are assigned by using the above data frame format, and PC frame format will this data is sent to the PC which will be monitored on PC.

A. Implementation of Source Node
Source node is master node it is connected to personal computer through USB as it is made up of MSP430G2553 launch pad it is provided with DC power supply form adaptor as it is already mentioned in the power unit. As source node is beginner of the communication. When we starts the power supply of all the nodes, then we are initializing the node and begins the serial communication through UART port by pressing the reset (S1) and S2 switch on the launchpad kit. This node is interfaced with LDR also called as photo resistor. As the source node is doing another task of identifying the route it is the AODV protocol implementation and it is described in the software development section. This node is the starting node of communication in the protocol, as this node starts serial communication it will get into the route setup of the communication, then it will check each nodes, first it will check node-1, as there is PC Frame is formed before strts of communication, in PC Frame it is noted with $1 sign for Node-1, and then it will check sensor value of node-1 and stores response time of the node-1. After that the source node will similarly check node-2 and node-3 and its notations are $2 for node-2 and $3 for node-3, and stores the interval of response and sensor value of both nodes. According to the node intervals stores the source node get the position of the nodes and assign it as the assign the node positions. This assigning node positions is the main work of the source node and after getting the node positions, another task of the source node begins after routing is completed and data start flowing from destination node to source node, and incoming bytes form desination.
node are denoted by @, so its PC frame starts form @ sign then it is considered as PC frame. This data is transferred to PC and monitored on the PC.

B. Monitoring of Nodes on PC

While at first power on then USB of source node is connected to the PC, through this USB the communication between them is started. To achieve this task we have prepared .Net based platform in which the program for monitoring of all the nodes is done. The program is explained in program section some basic steps are as follows. When program is started we will load the TMS file saved in our PC. Then we check the communication port where we are connecting the USB of source node. Then next stage is debug the file, then we enter the number of communication port in to the tab shown. Then click the _Start System_ on system as tab is shown, then message of _working_ is observed on the screen. Then we wait for communication and collection of data on the source node and lastly all the values of nodes are shown on PC. When we want to stop the monitoring of node then press _Stop System_. As we have made this operating system for 5 nodes[14], we are showing 8 different values on the PC, we have defined the 8 characters as per the code mentioned in the program of all the nodes. It is the screen shot of monitoring of nodes on PC

1. It shows node path for that routing in this 2->3->1 is the routing path
2. In first line 2(23)->3(23)->1(21) here these three are intermediate nodes and 2(23) means 23 Degree Centigrade is the temperature of 2nd intermediate node. in the same way temperature of other two nodes is also mentioned on the screen.
3. Then Self Value means we have attached photo resistor to the source node its rating given as 0 to 255 nos, as the Self Value shown
4. Destination Value shown is the Temperature of Destination node, here in first line it shows 22 Degree centigrade. At that time mentioned at 9:06:30 AM, mentioned
5. All this reading line come after every 35 to 39 seconds in three lines

IV. RESULTS & DISCUSSIONS

Result of this project is the monitoring of the all nodes on the PC, as this is MSP 430 based project so it is ultra low power device and its maximum power consumption is only 60 miliWats.

V. SCOPE OF PROJECT

☐ Implementation in Industries As the development of the sensor network is continuously in progress in the field of wireless communication, power efficiency, extreme miniaturization every section of node is in development and embedded computing technologies have led to the rise of viable wireless sensor networks for demanding Industrial environments. We can put lot of parameters on a single node and concurrently it is kept monitored on the control room of the industry.
☐ Industrial Monitoring on Internet As the advancement leads to the development of nodes and its applications to the higher level. There are thousands of the applications where these nodes are utilized hence by using the cloud computing and taking IP address to the each node, and by putting that IP on the internet address we can monitor these nodes form anywhere from the any country of the world.
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Abstract: Mobile computing is one of the most advanced computing models used in scientific research applications. Although the foundation of the proximity estimation model was laid by past generations only the recently advances opened on expanding proximity estimation application range and its research implementation. Existing approaches used such as GPS and WIFI triangulation are more complicated to find the accurate extraction of proximate location and it insufficient to meet the requirements of flexibility and accuracy. In nowadays the Bluetooth which is commonly available on most modern Smartphone’s. And it finds the exact location of any Bluetooth users only in a certain limit. By pairing the key in their mobile of one Bluetooth users to any another Bluetooth users. This paper proposes a proximity estimation model to identify the distance based on the RSSI values of Bluetooth and light Sensor data in different environments. And also state Bluetooth proximity estimation model on Android with respect to accuracy and power consumption with a several real world scenarios.
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I. INTRODUCTION

In recent years, the mobile phone market has increasingly used Bluetooth as the preferred method of device communication, data exchange, and accessory pairing. Many PC accessories including mice, keyboards, headsets, and printers also employ the Bluetooth standard for wireless communication. Bluetooth is an industrial standard for wireless personal area networks. It is primarily designed for low power consumption and short range operations among several mobile and embedded devices. Bluetooth provides connection management and data exchange among devices that are within close proximity and do not require high bandwidth data links. The technical challenge is how to measure face-to-face interactions.In Bluetooth the rssi signals range between two or more individuals within a certain distance that could afford those interactions. The previously mentioned schemes used as to determine the proximity estimation is GPS and WIFI are not such efficient, because its suffers from accuracy shortcoming and lack of viability indoors.

With the important shift of the problem statement, Bluetooth emerges as a straightforward and Alternative approach used as offering both accuracy and ubiquity (most modern smartphones come with Bluetooth) Although some prior work has attempted to use the detection of Bluetooth to indicate proximity nearness, it is not enough for the face-to-face proximity estimation. This paper describes to extent the range of Bluetooth and it can be an accurate estimator of such proximity.
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To summarize, our work makes the following contributions:

- To explore the viability of using Bluetooth for the purposes of face-to-face proximity estimation and propose a proximity estimation model with appropriate smoothing and consideration of a wide variety of typical environments.
- To identifying the relationship between the value of Bluetooth RSSI and distance based on empirical measurements and compare the results with the theoretical results using the radio propagation model.
- To explore the energy efficiency and accuracy of Bluetooth.

The remainder of the paper is organized as follows. In Section II the problem identification is described. In Section III, the introduction about related approaches to get relative distance determination in proximity estimation. In Section IV the data collecting system built on smartphones is documented. In Section V the proximity estimation model with smoothing and environment differentiation is proposed. Finally, we suggest ways to extend this work to future communication research in Section VI.

II. PROBLEM IDENTIFICATION

Bluetooth-to-Bluetooth interaction does not demand an absolute position as offered by the previously mentioned schemes like GPS and Wi-Fi but rather it requires a determination of proximity.

With that above important shift of the problem statement, Bluetooth emerges as a straightforward and alternative approach to offering both accuracy 1-1.2 m and ubiquity (most latest smart phones come with Bluetooth). Although the prior work has attempted to use the detection of Bluetooth to indicate nearness, it is not enough for the Bluetooth-to-Bluetooth proximity estimation.

Data values reported by light sensor is not reliable. Determination of proximity within a limit (coverage). Each RSSI value was not allow for environmental fluctuations.

The critical challenge is how to measure face-to-face interactions. Two or more individuals within a certain distance that could afford such interactions. Interactions are not limited to any particular area and can take place at a wide variety of locations, ranging from sitting and chatting in a Starbucks coffee shop to walking and chatting across a college campus.

III. RELATED WORK

Over the past years, there has been a number of technologies proposed for proximity detection. The approach used such as meme tags, active badge, place lab, zigbee technology, location based services, 3-D optical services… etc.

A) Meme Tags

The Meme Tag event took place over a period of October 1997. The event was designed by MIT Media Lab’s Digital Life (DL), Thing That Think (TTT), and News In the Future (NIF) consortia sponsor meetings. Meme Tags [12] provide good accuracy but require line of sight.

figure 1: The Meme Tag. Worn around the neck, the

Meme Tag includes a large, bright LCD screen, green and red pushbuttons (for accepting or deleting memes), a knob (not visible) for reviewing and choosing memes to offer, and a bidirectional infrared communications device.

B) Active Badge

Ultrasound approaches used such as Activebadge also provide good accuracy but they require infrastructure support. Goal of active badge is to find efficient location and coordination of workers in a large organization. Existing Solutions used as Broadcasting a phone to call several possible numbers a beeper with audible signal or call-back number

Ex: location of doctors, staffs, and patients in a hospital.

C) Zig Bee technology

ZigBee technology is widely used in wireless sensor network to provide radio proximity estimation in the environment where GPS is inoperative. Proximity can also be reported by sounds, and past work has shown audio to be effective for delivering peripheral cue. However, it is untenable to expect the use of smartphones to reduce the unobtrusiveness of cues or increase comprehension. However, it is untenable to expect the use of smartphones to reduce the unobtrusiveness of cues or increase comprehension.

For the purposes of this paper, we are interested in techniques that are based on commonly available technologies in smartphones, i.e., GPS, Cell, Wi-Fi and Bluetooth. Particularly, we are interested in techniques that can be applied at the smartphone itself without significant changes to the infrastructure. There are some proximity detection works using Bluetooth signal. From a specific work perspective, the works of Eagle et al. are highly relevant to this paper. In those studies, the authors use the ability to detect Bluetooth signals as indicators for people nearby within the Bluetooth range. However, such indication does not meet the requirement of face-to-face proximity detection. In class, a student may discuss with others sitting beside him/her, but face-to-face talk is difficult with the students on the other side of the classroom even they are still in the Bluetooth range. Different from the above proximity detection method, our method is a fine grain Bluetooth-based proximity detection method which can provide adequate accuracy for face-to-face proximity estimation without any environment limitations.

D) Location based systems

Proximity detection is one of the advanced Location Based Service (LBS) functions to automatically detect when a pair of mobile targets approach each other closer than a predefined proximity distance (as in Location Alerts of Google Latitude and longitude). For realizing this function, these targets are equipped with a cellular mobile device with an integrated GPS receiver, which passed position fixes obtained by GPS to a centralized location server. Most proposals for such services give low accuracy and its guarantees to incur high communication costs.

E) 3-D optical approach

3-D optical wireless based location approach is proposed which is based on both GPS and triangulation technologies. It is another feasible way of utilizing GPS to get relative distance among objects. Some proximity estimation methods are based in Cell or WiFi signal. Using Place Lab, cell phones listen for the MAC address of fixed radio beacons such as cell tower, wireless access points, and reference the beacons positions in a cached database. It provides adequate accuracy for detecting something like buddy proximity (e.g., median accuracy of 20-30 meter).

IV. SOFTWARE DESIGN FOR BLUETOOTH SMARTPHONE'S

A) System Architecture

The smart phone is taken and the application for it is modeled. The first one is to enable the application and it will turn on the Bluetooth application then it asks whether to display the listed pair device. If list paired device button is pressed then the list of paired device is displayed. Then select one device and if the device is near the coverage area then it displaces the RSSI value i.e., distance between the devices. The obtained RSSI value is calculated by using the propagation formula. After that in future the pressure sensor is used to detect whether the smart phone is in indoor or outdoor location.

B) Data Collection System

The application named Phone Monitor collects Bluetooth data including the detailed values of RSSI, MAC address, and Bluetooth identifier (BTID). The data is recorded in SD card once the phone detects other Bluetooth devices around. In addition to Bluetooth, data points from a variety of other subsystems (light sensor, battery level and etc.) are gathered in order to compare and improve the proximity estimation. Separate threads are employed to compensate for the variety of speeds at which the respective subsystems offer relevant data. It also record the location data reported by both GPS and network providers (either WiFi or cell network). In order to determine whether the phone is sheltered (e.g. inside a backpack or in hand) and the surroundings (e.g. inside or outside buildings) during the daytime, we keep track of the light sensor data values. The battery usage of the percentage is recorded for the energy consumption comparison.

V. BLUETOOTH PROXIMITY ESTIMATION MODEL

In this section, we explore the relationship between Bluetooth RSSI and distance in real world scenarios. The first method is using RSSI value threshold to determine whether two phones are in proximity or not. The second method introduces the light sensor data to determine whether the phone is indoors or outdoors, inside the backpack or in hand. By differentiating environments and smoothing data, a face-to-face proximity estimation model is outlined to improve the estimation accuracy in general scenarios. At the end of this section the proximity accuracy of Bluetooth, WiFi and GPS are analyzed and compared.

A) Bluetooth RSSI vs. Distance

Anti et al. presented the design and implementation of a Bluetooth Local Positioning Application (BLPA) in which the Bluetooth received signal power level is converted to distance estimate according to a simple propagation model as follows:

\[
RSSI = PTX + GTX + GRX + 20 \log (c + \pi f) - 10n \log (d)
\]

\[
= PTX + G - 40.2 - 10n \log (d)
\]

where \(PTX\) is the transmit power; \(GTX\) and \(GRX\) are the antenna gains and \(G\) is the total antenna gain:

\[G = GTX + GRX\]

\(c\) is the speed of light \((3.0*10^8 m/s)\), \(f\) is the central frequency \((2.44 GHz)\), \(n\) is the attenuation factor (2 in free space), and \(d\) is the distance between transmitter and receiver (in m). \(d\) is therefore:

\[d = 10[(PTX-40.2-RSSI+G)/10n]\]

However, such a model can only be utilized as a theoretical reference. Due to reflection, obstacles, noise and antenna orientation, the relationship between RSSI and distance becomes more complicated. Our challenge was to assess how much impact these environmental factors have on Bluetooth RSSI values. Therefore, we carried out several experiments to understand how the Bluetooth indicators fade with distance under these environmental influences.

B) Single Threshold

RSSI value (-52dBm) of direct communication distance (152cm) based on the indoor measurements was used as a threshold to estimate whether the individuals were in proximity. Accordingly, values less then -52dBm were considered as not in face-to-face proximity and labeled as a wrong estimation. It was found that both of the outdoor and backpack parts have extremely high error rates. After switching the threshold value to -58dBm which is the outdoor RSSI values with 152cm distance, the error rate was improved but still high. To reduce the error rate we go multiple thresholds with data smoothing and different environmental effect.
C) Multiple Thresholds
According to the reasons for high error rate then we introduce the proximity estimation model which is a multiple threshold-based method with the consideration of data smoothing and different environmental effects.

i) Data Smoothing
Since there is time delay during the data collection, then do smoothing on the data collection to avoid environmental fluctuation effects and there are several ways to achieve it. Using simple window function and each value RSSI(i) at time (i) is modified using the following function:

\[ \text{RSSI}(i) = a \times \text{RSSI}(i-1) + b \times \text{RSSI}(i) + c \times \text{RSSI}(i+1) \]

Another one smoothing method is to utilize EWMA (exponentially weighted moving average) to analyze the dataset. Let the E_i be the EWMA value at time (i) and (s) be the smoothing factor.

The EWMA calculation is as follows:

\[ E_i = s \times \text{RSSI}_i + (1 - s)E_{i-1}. \]

Measuring the possible face to-face interaction distances across the campus (such as diagonal of desk in dining hall and distance between desks in classrooms and etc.) and the average value is equal to 1.52 (m). Base assessment: the whole process took 30 minutes and individuals were always within the distance for face-to-face communication. After the data collection, the corresponding RSSI value (-50dBm) of direct communication distance (152cm) was used as a threshold to estimate whether the individuals were in face-to-face proximity or not.

ii) Light Sensor Data
The Bluetooth RSSI values are much smaller than the indoor ones when the phone is in the backpack or outdoors. One of our observations is that it is possible to treat the light sensor data as an indicator of the environment.
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VII. CONCLUSION AND FUTURE WORK

I have analyzed several proximity estimation model by combining Bluetooth RSSI value, light sensor data as well as data smoothing together and understanding with the method of collecting all devices around, the accuracy of utilizing proximity estimation model to estimate whether two devices are in a Direct communication distance is improved dramatically. I also analyzed and studied the battery.
usage and accuracy of Bluetooth method with other different location methods such as WiFi triangulation and GPS. Finally it demonstrates that Bluetooth offers an effective mechanism that is accurate and power-efficient for measuring face-to-face proximity to increase Bluetooth signal strength level and its coverage range. Another promising method for improving the threshold algorithms with data mining. The thresholds used in the proximity estimation model are based on the experiment results on android phones. For different phones, such thresholds may be different. Therefore, a more general method is necessary to determine the relationship between Bluetooth RSSI values and the face-to-face proximity. With more data reported in the next following years, a more efficient data mining algorithm is needed to analyze the data. During the nighttime, only the data reported by light sensor is not efficient. The possible method to solve this problem is to taking atmospheric pressure into consideration to determine whether the phone is indoor or outdoor.
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Abstract: One among the several challenges in the area of applied cryptography is not just devising a secure cryptographic algorithm but also to manage with its secure and efficient implementation in the hardware and software platforms. Cryptographic algorithms have widespread use for every conceivable purpose. Hence, secure implementation of the algorithm is essential in order to thwart the side channel attacks. Also, most of the cryptographic algorithms rely on modular arithmetic, algebraic operations and mathematical functions and hence are computation intensive. Consequently, these algorithms may be isolated to be implemented on a secure and separate cryptographic unit.

Keywords: Trust, FPGA security, Cryptographic processor, reconfigurable cryptosystems.

I. INTRODUCTION

There is an alarming need for securing wide area of applications of cryptography that we use in our daily life besides military, defense, banking, finance sectors and many more. To cater to this need innumerable products/services have been developed which are predominantly based on encryption. Encryption in turn relies on the security of the algorithm and the key used. The different encryption algorithms proposed so far have been subjected to various forms of attacks. While it is not possible to devise an algorithm that works perfectly well and sustains all forms of attacks, cryptographers strive to develop one that is resistant to attacks and that performs well. The task is not just to propose a new algorithm but to create an environment that improves the performance of the algorithm and that protects the keys from attacks. A cryptoprocessor is a specialized processor that executes cryptographic algorithms within the hardware to accelerate encryption algorithms, to offer better data, key protection. Commercial examples of cryptoprocessors include IBM 4758, SafeNet security processor, Atmel Crypto Authentication devices. The following are the different architectures of cryptographic computing[1].

A. Cryptoprocessor Types

· Customized General Purpose Processor: The processor is extended or customized to implement the cryptographic algorithms efficiently. Typical commercially available solutions are CryptoBlaze from Xilinx or the AES New Instructions (AES-NI) incorporated in the new Intel processors.
· Cryptographic processor (cryptoprocessor): It is a programmable device with a dedicated instruction set to implement the cryptographic algorithm efficiently.
· Cryptographic coprocessor (crypto coprocessor): It is a logic device dedicated to the execution of cryptographic functions. Unlike the cryptoprocessor it cannot be programmed, but can be configured, controlled and parameterized.
· Cryptographic array (crypto-array): It is a coarse grained reconfigurable architecture for cryptographic computing.
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B Cryptoprocessor Implementations
i) Cryptoprocessor implemented in (field programmable gate array) FPGA are fast in terms of cryptographic processing. The complex mathematical operations can be run quickly and efficiently. IP blocks can be modified if desired as the name suggests. FPGA based cryptoprocessors are used in ATMs, automobiles, robotics etc.

ii) ASIC based cryptoprocessors have small footprint and offer high speed. They cannot be changed once produced. They use less power and are used in applications such as RFID, network routers, cameras, cell phones etc.

iii) Hardware Security Module (HSM) contains one or more secure cryptoprocessor chips to prevent tampering and bus probing. They come in the form of a plug-in card or an external device that attaches directly to a computer of some sort. HSM can be made to provide backup to computer to which it is attached, NAS, cloud server and can be used as external security token.

iv) Trusted Platform Module (TPM) is a cryptoprocessor integrated in software microkernel. The kernel generates and stores keys, passwords and certificates. They can be found in Digital Rights Management to ensure that audio/video file is original and not a copy.

ii) CRYPTOPROCESSOR ATTACKS
The different forms of hardware attacks on algorithmic implementations on cryptographic devices in literature have been identified as given below

i) Side Channel Attack: A study of the literature reveals that a major amount of research has been expended during the last decade on side channel attacks and countermeasures. Side channel attacks and can happen in one of the following ways:

a) Timing Analysis: Time required by the device to perform encryption/decryption can be used to get additional data to perform an attack.

b) Electromagnetic analysis: It is based on the electromagnetic radiation from the circuit that executes the encryption/decryption algorithm.

c) Power Analysis: Power consumed by the device implementing the algorithms can be used to perform the attack. It can be of the form Simple Power Analysis or Differential Power Analysis. Side channel attacks and countermeasures can be found in [25], [42],[43], [44]. Pawel Świerczyński et al[25] discuss side channel attack on bitstream encryption of Altera Stratix II and Stratix III FPGA family in the form of black box attack. To combat IP theft and physical cloning bitstream encryption is used.

ii) Fault Injection Attacks: involves inserting fault deliberately into the device and to observe erroneous output.

iii) Counterfeiting: to your name illegally on a clone.

iv) Steal bitstreams

v) Insert Trojan Horse: a common method used to capture passwords.

vi) Overbuilding

vii) Cold boot attack: is a technique to extract disk encryption keys [12].

viii) Cloning: in which your design is copied without knowing how it works

ix) Reverse Engineering: Finding out how the design works

x) Steal IP: IP is stolen either with the intention to sell it to others or to reverse engineer. Another classification of attacks on cryptoprocessor as mentioned in [26] is as follows:

A. Invasive: Invasive attack give direct access to internal components of the cryptographic device. The attack can be performed by manual micro probing, glitch, laser cutting, ion beam manipulation etc.

B. Local Non Invasive: This form of attack involves close observation to operation on the device. The side channel attacks listed above may be considered as an example of such an attack.

C. Remote Attacks: Remote attacks involve manipulation of device interfaces. Unlike the previous attacks these attacks do not need physical access. API analysis, protocol analysis, cryptanalysis are examples of such an attack. While API analysis is concerned with cryptographic processor cryptanalysis involves finding out the flaws in the algorithms primitives.

III. IMPLEMENTATIONS OF CRYPTOGRAPHIC ALGORITHMS

Security in the digital world is primarily fulfilled by using cryptography. Numerous optimizations have been proposed and implemented for enhancing the performance and efficiency of the cryptographic algorithms that serve the innumerable applications in various fields. We present few such algorithms which have been implemented on FPGA. The significant consideration of most of them is time area product, besides analysis related to side channel resistance, amount of hardware resources utilized etc.

A. Symmetric key algorithm implementations

We now discuss few implementations of symmetric key cryptographic algorithms on FPGA. Cryptoraptor [45] considers high performance implementation of set of symmetric key algorithm. The architecture comprises of processing elements (PE) linked by connection row (CR). The PE have independent functional units for arithmetic, shift, logical, table look permutation and operations. Multiplication is limitation due to the limited addressing structure of TLU. It also lacks support for varying modulo in modular arithmetic operations. Rajesh Kannan et al in [46] implement AES, RC5 and RC6 block cipher algorithms in which they discuss on area analysis and power consumptions.

B. Implementations of asymmetric cryptographic algorithms

Many implementations of the asymmetric cryptographic algorithms exist with optimizations to address the needs of embedded system applications. Few of the implementations are as described below.

<table>
<thead>
<tr>
<th>Base Ext.</th>
<th>Throughput (1024 bits)</th>
<th>Throughput (2048 bits)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A→B</td>
<td>Enc/s (rel.)</td>
<td>Enc/s (rel.)</td>
</tr>
<tr>
<td>B→A</td>
<td>194 (46%)</td>
<td>28 (50%)</td>
</tr>
<tr>
<td>M M</td>
<td>257 (63%)</td>
<td>38 (67%)</td>
</tr>
<tr>
<td>B K</td>
<td>408 (97%)</td>
<td>55 (98%)</td>
</tr>
<tr>
<td>B S</td>
<td>419 (100%)</td>
<td>56 (100%)</td>
</tr>
</tbody>
</table>

Table 1: Asymmetric Cryptography with Graphic cards Base Extension Techniques: RSA Method [33]

Tim Erhan Gunesu in [33] investigates High Performance Computing implementation of symmetric AES block cipher, ECC and RSA on FPGA.

<table>
<thead>
<tr>
<th>Feature</th>
<th>ECC(146bits)</th>
<th>RSA(1024bits)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency (MHz)</td>
<td>50</td>
<td>28</td>
</tr>
<tr>
<td>Logic size (Slices)</td>
<td>3,036</td>
<td>4,595</td>
</tr>
<tr>
<td>Execution time</td>
<td>7.28msec (scalar multiplication)</td>
<td>58.9msec (decryption with 1024-bit sized key)</td>
</tr>
</tbody>
</table>

Table 2: Characteristics of ECC and RSA Crypto Blocks [39]

C. Implementations of hash functions

Hash functions are used for authentication, for providing data integrity and along with public key algorithms as digital signatures. MD5, SHA1, SHA-512 are prominent hash digest algorithms. BLAKE is one of the candidate of SHA3 and Keccak is SHA3 finalist which are based on sponge structure.

D. Implementations of lightweight cryptography

For the fast growing applications of ubiquitous computing, new lightweight cryptographic design approaches are emerging which are investigated in [40]. The implementation of PRESENT-128 lightweight cryptographic algorithm on Spartan III XCS400-5 with a frequency of 254MHz achieves a throughput of 508Mbps.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Technology</th>
<th>Area</th>
<th>Frequency</th>
<th>Throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blake-512</td>
<td>FPGA Vortex 5</td>
<td>108 slice</td>
<td>338 MHz</td>
<td>0.3</td>
</tr>
<tr>
<td>Keccak-1600</td>
<td>FPGA Stratix III</td>
<td>4684 LUT</td>
<td>206 MHz</td>
<td>8.5</td>
</tr>
</tbody>
</table>

Table 3 Comparison of hardware implementation of Hash functions [38]

FPGA implementation on low cost Spartan III of ultra light weight cryptographic algorithm Hummingbird is considered in [31]. Hummingbird has its application in RFID tags, wireless control and communication devices and resource constraint devices.

E. A glance on code based cryptography and its implementations

Encryption with Coding Theory by Claude Shannon as basis is used in McEliece and Niederreiter which are considered as candidates for post quantum cryptosystems. McEliece is based on binary Goppa Codes which are fast to decode. McEliece and Niederreiter differ in the description of the codes. While the former cannot be used to generate signatures the latter can be used for digital signatures.

<table>
<thead>
<tr>
<th>Property</th>
<th>Spartan-3an</th>
<th>Vortex-5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slices</td>
<td>2979</td>
<td>1385</td>
</tr>
<tr>
<td>BRAMs</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Clock Frequency</td>
<td>92 MHz</td>
<td>190 MHz</td>
</tr>
<tr>
<td>Clock cycles</td>
<td>94,249</td>
<td>94,249</td>
</tr>
<tr>
<td>Decryption Latency</td>
<td>1.02 ms</td>
<td>0.50 ms</td>
</tr>
<tr>
<td>Security</td>
<td>80 bits</td>
<td>80 bits</td>
</tr>
</tbody>
</table>

Table 3 McEliece Decryption Implementations [37]
IV. OBSERVATIONS & OPEN QUESTIONS

A. Applications of Cryptoprocessors

Numerous applications of cryptoprocessor exist. They can be used in Automated Teller Machine Security, E-commerce applications, smart cards, wireless communication devices, resource constrained devices such as sensors, RFID tags, smart phones, smart cameras, digital rights management, trusted computing, prepayment metering systems, pay per use, banking, military and defense applications.

B. Open Problems

One of the open problems is the remote attacks (in the form of API attack) on cryptoprocessor which may be passive or active and which unlike the physical or invasive attacks doesn’t need any contact with the implementation unit. Wollinger et al [47] discuss on the architectures of programmable routing in FPGA in the form of hierarchical and island style. FPGA security resistance to invasive and non-invasive attacks is still under experimentation as new attacks are devised before existing attacks are solved. Much of the work on cryptoprocessors is specific to the application domain or to address a particular form of attack and is not generic to cater to many applications unless customized. Key management in general is not considered as part of the cryptoprocessor implementation. Several designs of cryptoprocessors are proposed and implemented but still fully functional cryptoprocessor designs addressing integrity, key generation, key management, privacy of both symmetric and asymmetric cryptosystems is still a challenge.
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Abstract: This paper investigates the multiple input multiple output (MIMO) space-time coded wireless systems. MIMO-OFDM system to improve the reliability of the WiMAX (IEEE 802.16) system. This paper discusses the model building of MIMO-OFDM using MATLAB R2012b version. This model is a using tool for BER (Bit Error Rate), PAPR (Peak Average Peak Ratio) and transmits spectrum performance evaluation for signal & multiple input output port by the WiMAX (IEEE 802.16) system. In this paper, transmitter and receiver model are analysis according to the parameters established by the standards, to evaluate the performance parameter.
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1. INTRODUCTION

Wireless communications is a rapidly growing part of the communications field, with the believable to provide high-speed and high-quality information swap between portable devices located anywhere in the world. It has been the topic of study since last two decades the terrific development of wireless communication technology is due to several factors. The demand of wireless connectivity is exponentially increased. Second, the dramatic progress of VLSI technology has enabled small-area and low-power implementation of sophisticated signal processing algorithm and coding algorithm. Third, wireless communication standards, like CDMA, GSM, TDMA, make it possible to transmit voice and low volume digital data. Further, third generation of wireless communications can offer users more advanced service that achieves greater capacity through improved spectral efficiency [1]. Potential applications enabled by this technology include multimedia cell phones, smart homes and appliances, automated systems, video teleconferencing and distance learning, and autonomous sensor networks. However, there are two significant technical challenges in supporting these applications first is the phenomenon of fading the time variation of the channel due to small-scale effect of multi-path fading, as well as large-scale effect like pass loss by distance attenuation and shadowing by obstacles. Second, since wireless transmitter and receiver need communicate over air, there is significant interference between them [2]. Overall the challenges are mostly because of limited availability of radio frequency spectrum and a complex time-varying wireless environment (fading and multipath). The OFDM system of the WiMAX adopts abruptly deliver mode, reliability, good efficiency and High data rate is achieved between the transmitter and the receiver if they are ideally synchronized [3-4].

However, there usually exists a small timing and frequency offset whose exists will dramatically degrade the performance of the whole OFDM systems. Hence, before signals can be demodulated, OFDM symbols have to be time-synchronized and carrier frequency offset...
compensated. This puts forward very high request to the mode piece of the synchronization system. In order to realize the synchronization, it must adopt synchronization algorithm of smaller calculation quantity. In the meantime, it should have higher examination of the first moment [5]. In nowadays, the key goal in wireless communication is to increase data rate and improve transmission reliability. In other words, because of the increasing demand for higher data rates, better quality of service, fewer dropped calls, and higher network capacity that improve spectral efficiency and link reliability, more technologies in wireless communication are introduced, like OFDM, MIMO and MIMO-OFDM [6]. This paper is organized as follows: In section II, the orthogonal frequency division multiplexing (OFDM) system and multiple input multiple output OFDM (OFDM-MIMO) system is formulated. Space time block code is introduced in section III. In section IV discussed about previous and proposed model and simulation result. Finally, the conclusions are given in section V.

II. OVERVIEW OF OFDM AND MIMO SYSTEM

OfDM
Orthogonal frequency-division multiplexing (OFDM) is a method of digital modulation in which the data stream is split into N parallel streams of reduced data rate with each of them transmitted on separate subcarriers. In short, it is a kind of multicarrier digital communication method. OFDM has been around for about 40 years and it was first conceived in the 1960s and 1970s during research into minimizing interference among channels near each other in frequency [2]. OFDM has shown up in such disparate places as asymmetric DSL (ADSL) broadband and digital audio and video broadcasts. OFDM is also successfully applied to a wide variety of wireless communication due to its high data rate transmission capability with high bandwidth efficiency and its robustness to multi-path delay [7-8]. The basic principle of OFDM is to split a high data rate streams into a number of lower data rate streams and then transmitted these streams in parallel using several orthogonal sub-carriers (parallel transmission). Due to this parallel transmission, the symbol duration increases thus decreases the relative amount of dispersion in time caused by multipath delay spread. OFDM can be seen as either a modulation technique or a multiplexing technique.
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Figure 1: Comparison between conventional FDM (a) and OFDM (b)

MIMO
MIMO has been developed for many years for wireless systems. One of the earliest MIMO to wireless communications applications came in mid-1980 with the breakthrough developments by Jack Winters and Jack Saltz of Bell Laboratories [9]. They tried to send data from multiple users on the same frequency/time channel using multiple antennas both at the transmitter and receiver. Since then, several academics and engineers have made significant contributions in the field of MIMO. Now MIMO technology has aroused interest because of its possible applications in digital television, wireless local area networks, metropolitan area networks and mobile communication. Comparing to the Single-input-single-output (SISO) system MIMO provides enhanced system performance under the same transmission conditions. First, MIMO system greatly increases the channel capacity, which is in proportional to the total number of transmitter and receiver arrays. Second, MIMO system provides the advantage of spatial variety: each one transmitting signal is detected by the whole detector array, which not only improved system robustness and reliability, but also reduces the impact of ISI (inter symbol interference) and the channel fading since each signal determination is based on N detected results. In other words, spatial diversity offers N independent replicas of transmitted signal. Third, the Array gain is also increased, which means SNR gain achieved by focusing energy in desired direction is increased.

o MIMO-OFDM

OFDM reduces BER performance and ISI with using multiplexing and modulation techniques to get higher data rate over wireless channels, the use of multiple antennas at both ends of the wireless link provide better performance. The MIMO technique does not require any extra transmission power and bandwidth. Therefore, the promising way to increase the spectral efficiency of a system, the combination of MIMO and OFDM is used over fading channels [10-11].

III. SPACE TIME BLOCK CODE

Multiple-Input Multiple-Output uses multiple antennas at both sides which provides transmit diversity and receiver diversity. It’s applicable in every kind of networks like PAN, LAN, WLAN, WAN, MAN. MIMO system can be applied in different ways to receive either a diversity gain, capacity gain or to overcome signal fading. Space-frequency coding basically extends the theory of space-time coding for narrowband flat fading channels to broadband time-variant and frequency-selective channels. The application of classical space-time coding techniques for narrowband flat fading channels to OFDM seems straightforward, since the individual subcarriers can be seen as independently flat fading channels. However, it was shown that the design criteria for space-frequency codes operating in the space-time and frequency domain are different from those for classical space-time codes for narrowband fading channels as introduced in. When operating in frequency selective fading channels, the application of conventional decoding algorithms results in a significant performance decrease [12]. This is due to the fact that the equivalent channel matrix is no longer orthogonal. Consequently, independent decoding of the two transmitted symbols, as in conventional decoding algorithms, is no longer appropriate.

IV. SIMULATION RESULT

Simulation experiments are conducted to evaluated the transmit spectrum, BER, PAPR reduction performance of the proposed scheme and the OFDM scheme. In addition, it is assumed that the data are QPSK, BPSK, 16-QAM modulated and are transmitted using N=256 sub-carrier.

The following subsection presents the simulation results using the OFDM and MIMO-OFDM model in figure 2, 3, 4, 5, 6 and 7 for WiMAX IEEE 802.16.

Figure 2 & 3, shows the transmit spectrum WiMAX OFDM with QPSK, QAM-16 and BPSK and transmit spectrum WiMAX MIMO-OFDM 2*2 respectively.

In our simulation binary phase-shift keying (BPSK) modulation, quadrature phase-shift keying (QPSK) modulation and quadrature amplitude modulation (QAM) will be used; the impairments of the channel include Rayleigh fading.

Figure 2: Simulation result of QPSK, QAM-16 and BPSK modulation in transmit spectrum WiMAX OFDM

In figure 4 the CCDF plot for SISO OFDM system of WiMAX (IEEE 802.16e) is shown. This research performs a series of simulations to evaluate PAPR performances of the OFDM system. The simulations assume the data were QPSK, QAM-16 and BPSK modulated and the system contained N=256 sub-carriers. The BPSK modulation technique is better than other technique, because the error performance of BPSK is better than other technique as we can see in figure 4.
The CCDF is generally used to evaluate the performance of PAPR reduction on MIMO-OFDM system (IEEE 802.16e) signals for a statistical pair of view. The CCDF is defined as the probability that the PAPR as in equation (1) and PAPR as shown in the following:

$$ PAPR\{Y\} = \arg \max_{k=1,2,\ldots,N_T} \left\{ PAPR\{Y_k\} \right\} $$

(1)

$$ CCDF(PAPR) = \Pr(\text{PAPR}\{Y\} > \text{PAPR}_0) $$

(2)

Figure 3: Simulation result of QPSK and QAM-16 modulation in transmit spectrum WiMAX MIMO-OFDM 2×2.

Where $Y$ represents the time-domain transmitted signal of the $k$-th antenna

Figure 5 presents the CCDF graph of PAPR for the MIMO-OFDM 2×1 & MIMO-OFDM 2×2 system of WiMAX (IEEE 802.16e).

Figures 5 present the CCDF of PAPR for STBC algorithm in the condition described above.
The green line curve corresponds to the MIMO-OFDM 2×1 BPSK signal and blue line curve corresponding to the MIMO-OFDM 2×2 BPSK signal. MIMO-OFDM 2×1 system is better result compare to the MIMO-OFDM 2×2 system.

Figure 5: Simulation result of QPSK, QAM-16 and BPSK modulation in PAPR Performance of WiMAX MIMO-OFDM 2×1 and 2×2 systems.

V. CONCLUSION

We know that a tradeoff between peak power peak ratio (PAPR) and bit error rate for WiMAX IEEE 802.16. In this paper presented low-complexity transmitter architecture for STBC MIMO OFDM system. The proposed SBTC MIMO-OFDM 2*1 and MIMO-OFDM 2*2 scheme could offer good PAPR reduction, which is almost the same as that of OFDM system. The previous scheme used only single input single output. However, the proposed scheme designs for multiple inputs and multiple outputs. Therefore, the proposed SBTC MIMO-OFDM scheme has better bandwidth efficiency and BER performance compared with the previous scheme.
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ABSTRACT: Ongoing expansion of digital images requires improved and efficient methods for sorting, browsing and searching operations through ever-growing image databases. Content Based Image Retrieval (CBIR) systems are search engines for image databases, which perform indexing on images according to their content and features. This paper presents the systematic review of various existing CBIR systems and their feature extraction techniques. Further, the performance analysis and limitations of these systems have been discussed.


I. INTRODUCTION

The advancement in computer technologies produces huge volume of multimedia data, specifically on image data. The greatest challenge of the World Wide Web is that the more information available about a given topic, the more difficult it is to locate accurate and relevant information. Generally, users know that which information they need, but are unsure where to find it. Search engines can facilitate the ability of the users to locate such relevant information.

Content Based Image Retrieval is a technique which uses visual content to search and compares images from large scale image databases according to the interest of the users [1]. In this process firstly, the user submits a query image or a series of images and the system is required to retrieve images from the database as similar as possible. It also includes another task which is a support for browsing through large image databases, where the images are supported to be grouped or organised in accordance with similar properties [2]. During the past few years, CBIR has gained much devotion for its potential application in multimedia management. The term ‘content’ in this context might refer to colors, shapes, texture, or any other information that can be derived from the image itself. Basically, there are two ways of image retrieval in CBIR—Query by tag and Query by example. In the former method, the query is submitted in the form of tag like square is used for searching square shape in image, and in the later method the query is given with the image example such that the results resemble the given query [2]. CBIR is also known as Query by Image Content (QBIC) and Content-Based Visual Information Retrieval (CBIR).

This paper poses two main challenges for the Image Retrieval researchers and practitioners:

a. Low level features extracted and their semantic meanings may differ thus forming a gap known as the “Semantic Gap”[3]

b. Granularity of classification, this granularity is closely related to the level of invariant that the CBIR system should guarantee [3].

This paper is divided into four sections. Section I contains the introduction of the CBIR system and their challenges. Section II discusses the result of the various feature extraction techniques in the form of a table defining the various attributes and how they differ from each other. Section III concludes this paper followed by future scope.
II. RELATED WORK

A thorough and systematic literature has been done on various CBIR systems. The origin of major studies vary from listed repositories (IEEE, ACM Library, IJCA, Science Direct etc.) to common purpose search engines like Google. Various research papers with the search string ‘Feature Extraction Techniques and CBIR System’ has been searched and finally 65 papers have been downloaded out of which 17 papers were considered of most relevant to the objective. Review for the selected paper is further presented: Ligade et al. [3] provides a review on techniques of Neural Network, Interactive Genetic Algorithm and Relevance Feedback where the characteristics of the above 3 techniques has been described along with their current achievement, uses and advantages in image retrieval. The experimental evaluation is done by them using the convergence ratio, precision and recall parameters. Walia et al. [4] proposed a new similarity measure that improves the efficiency of the CBIR system by using the dominant color descriptor. Their work compares two images and consider their no. of dominant colors and their distance and thus improves the performance using the colors and also the results were verified on two different image databases. Sarangi et al. [5] proposed an automatic contrast enhancement technique using differential evolution for gray-scale images. The technique attempts to demonstrate the methods adaptability and effectiveness for searching global optima solutions to enhance the contrast and detail in gray scale images. Agarwal et al. [6] proposed a novel feature descriptor for CBIR system by integrating Cooccurrence of Haar like Wavelet Filter (CHLWF) with Color Histogram. It extracts the image properties from different visual perspectives to give the image representation almost similar to the human interpretation and hence improves the effectiveness of retrieval system. Jeyabharathi et al. [7] analyzed the performance of the most useful feature extraction techniques which includes Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA) and Independent Component Analysis (ICA) and also the performance of the most renowned classification techniques, i.e., Support Vector Machine (SVM) and Nearest Neighbour (NN). The performance metric used by them were Recognition Rate and F-Score. Based on the performance evaluation models, they concluded that PCA with SVM provide more recognition accuracy than others. Ezekiel et al. [8] proposed a CBIR technique based on multi-scale feature extraction scheme. They designed a Pulse Coupled Neural Network (PCNN) based fusion of a fast wavelet transformation and Contourlet transformation coefficients applied on Rescaled Range(R/S) analysis techniques. The method highlights the edges, segment edges and finds control points to answer the image retrieval query. Zhang et al. [9] introduced a method of color principal feature extraction called ColorPCA which works in color image space extracting the principal features directly from the color images. It considers only one parameter known as reduced dimension to estimate the projection axes. Syam et al. [10] proposed a CBIR system based on GA for Medical image retrieval using the feature extraction of color, texture and shape. They used Squared Euclidean Distance (SED) for the computation of similarity measure for efficient retrieval of images. Their work assures the benefit of the shape feature in addition to the other features. Ligade et al. [11] proposed an image extractor method on multi-feature similarity synthesis using the GA for efficient image retrieval in CBIR systems. The method extends the GA algorithm by using the methods of relevance feedback for magnified retrieval performance, also the method uses both the implicit and explicit feedback technique. Ho et al. [12] proposed a novel system architecture for CBIR system in which the well-known techniques are combined like content-based image, color analysis and data mining techniques for better performance and efficiency. It combines the segmentation and grid module, feature extraction module, K-means clustering and neighbourhood module to build the CBIR system. Chadha et al. [13] proposed an improved technique of image retrieval by incorporating the Query modification through image cropping. This feature identifies the user’s interest region in a particular image and thus resulted into more precise and personalized search results. This technique results into 28% improvement in accuracy. Rashedi et al. [14] proposed a method for the CBIR system improving its precision by Feature selection using the Binary Gravitational Search Algorithm. It selects the most relevant features from the query image thus leading to more accurate results by reducing the semantic gap. The results are examined in the Corel database. Also they compared the work of GA and BPSO and found BGS to be the best among them. Pighetti et al. [15] proposed a new architecture combining the multi-objective interactive genetic algorithm and Support Vector Machine. The multi-objective IGA is used for its capability to converge towards global optima and SVM for its capabilities to learn user evaluations required by IGA. Madugunki et al. [16] described the detail classification of the CBIR system and also about their efficiency. The work compares the CBIR and TBIR technique and discusses about the effect of different matching techniques on retrieval process. Euclidean Distance Method, City Block Distance and Canberra Distance Method are used to calculate the matching distance and found Canberra Distance Method best among others. Selvarajah et al. [17] introduced a descriptor called Combined Feature Descriptor for the CBIR system to enhance the retrieval performance. It uses the concept of Haar Wavelet and color histogram moment. The descriptor works for the application which includes traditional color moments, 2D-Discrete Wavelet Transform. Abubacker et al. [18] proposed a CBIR technique based on query and extracts the most vital attributes, i.e., color, shape and texture. It includes the automatic extraction of spatial based color feature using invarient Fourier descriptor and texture feature using the Gabor filter. The distance metrics were used for distance calculation and their weightage were determined. Based on the data, the output images are sorted and ranked so that most similar images can be displayed to the user. Omar et al. [19] proposed a WhatAreYouLOOKing4(WAY-LOOK4) system using the Local descriptor and Image Signatures. It contains 3 system components: feature extraction, image database indexing and similarity retrieval. The system maintains reasonable storage and computational costs. The system is simple because of no iterations for clustering or complex wavelet transformation.
The analysis of different techniques is presented in the following table.

### Table 1: Analysis of Different Feature Extraction Techniques

<table>
<thead>
<tr>
<th>S.No.</th>
<th>Author</th>
<th>Year</th>
<th>Source</th>
<th>Major Findings/Limitations/Future Scope</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Ligade et al.</td>
<td>2014</td>
<td>IJCSIT</td>
<td>Reviews NN, IGA and RF using the convergence ratio, precision and recall and provides the various CBIR system based RF techniques.</td>
</tr>
</tbody>
</table>
| 2     | Walia et al.    | 2014 | IEEE     | 1. Proposed a new similarity measure that improves the efficiency of the CBIR system by using the dominant color descriptor.  
2. In future, it can be used for color based retrieval of videos.                                                                 |
| 4     | Agarwal et al.  | 2014 | IEEE     | Proposed a novel feature descriptor for CBIR system by integrating Coocurrence of Haar like Wavelet Filter (CHLWF) with Color Histogram.                                           |
| 5     | Jeyabharathi et al. | 2013 | IEEE     | Analyses the performance of feature extraction techniques (PCA, LDA & ICA) and classification techniques (SVM & NN) using the Recognition Rate and F-Score and finds PCA with SVM to the best. |
| 7     | Zhang et al.    | 2013 | IEEE     | 1. Proposed a method of color principal feature extraction called ColorPCA.  
2. This method contains three main problems:  
a. Nonlinear structures remains unclear on how to extend the ColorPCA algorithm.  
b. To extend the ColorPCA idea in manifold structures or discriminant information of samples for locality preservation  
c. To determine the optimal reduced dimensions for dimension reduction algorithms using ColorPCA. |
| 8     | Syam et al.     | 2013 | IEEE     | Proposed a CBIR System using the GA and SED with feature extraction process.                                                                                                     |
| 9     | Ligade et al.   | 2013 | TJPRC    | 1. Proposed an image extractor method on multi-feature similarity synthesis using the Genetic Algorithm for efficient image retrieval in CBIR systems.  
2. They consider only the occurrence frequencies of image in result and not the location of the retrieval result which directly reflects the similarity of it and the query image. |
| 10    | Ho et al.       | 2012 | IEEE     | Proposed an architecture for CBIR system combining content-based image, color analysis and data mining.                                                                          |
III. CONCLUSION

In this work, overview of various feature extraction techniques for Content Based Image Retrieval System is explained briefly. This paper classifies the current methods and summarizes their features. After having a review, it can be considered that no single method can be resulted as best or very good for all types of images or all the methods uniformly good for a specific image type. Considering all these limitations and major findings, CBIR system remains to be a challenging problem in image processing. Feature extraction techniques for CBIR system is still a pending problem in the world and more research need to be carried out for better estimation.
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ABSTRACT: Sequential pattern mining is a very chief mining technique with wide applications. Still, tune up the minsup parameter of sequential pattern mining algorithms to produce enough patterns is complex and time-consuming. To solve this problem, the assignment of top-k sequential pattern mining has been described, here k is the number of sequential patterns to be discovered, and is set by the user. In this paper, we present proposed approach for improving parameters in TKS Algorithm.
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I. INTRODUCTION

The sequential pattern mining is a very important concept of data mining, a further extension to the concept of association rule mining [1]. That has a huge range of real-life application. This mining algorithm solves the problem of discovering the presence of frequent sequences in the given database [2]. Sequential Pattern Mining finds interesting sequential patterns among the huge database. It discovers frequent subsequences as patterns from a given sequence database. It is a well-understood data mining problem with broad applications such as the analysis of web clickstreams, program executions, medical data, biological data and e-learning data [1, 5]. Although many studies have been done on constructing sequential pattern mining algorithms [1, 2, 3, 4], the main problem is how the user should choose the minsup threshold to produce a desired amount of patterns. This problem is important because in practice, users have limited resources (time and storage space) for discovering the results and thus are often only interested in analyzing a certain amount of patterns, and fine-tuning the minsup parameter is very time-consuming. Depending on the choice of the minsup threshold, algorithms can become very slow and produce an extremely huge amount of results or generate none or too few results, getting valuable information. To address this difficulty, it was proposed to redefine the problem of mining sequential patterns as the problem of mining the top-k sequential patterns, where k is the number of sequential patterns to be discovered and is set by the user.

II. RELATED WORK

The problem of sequential pattern mining was proposed by Agrawal and Srikant [2] and is defined as follows. A sequence database SD is a set of sequences $S = \{s_1, s_2, \ldots, s_n\}$ and a set of items $I = \{i_1, i_2, \ldots, i_m\}$ happening in these sequences. An item is a symbolic value. An itemset $I = \{i_1, i_2, \ldots, i_m\}$ is an unordered set of different items. For example, the itemset \{a, b, c\} shows the sets of items a, b and c. A sequence is an ordered list of itemsets $S=< I_1, I_2, I_3, \ldots, I_n >$ such that $Ik \subseteq I$ for all 1≤k≤n. For example having a sequence the sequence database SD depicted in Figure 1. It contains mainly four sequences having accordingly the sequences ids (SID) 1, 2, 3 and 4. In this example, each solo letter represents an item. Items between curly brackets describes an itemset. For in-stance, the first

This paper is prepared exclusively for International Conference on Information Engineering, Management and Security 2015 [ICIEMS] which is published by ASDF International, Registered in London, United Kingdom. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage, and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honoured. For all other uses, contact the owner/author(s). Copyright Holder can be reached at copy@asdf.international for distribution.

2015 © Reserved by ASDF.international

sequence \(\{a, b\}, \{c\}, \{f\}, \{g\}, \{e\}\) shows that items \(a\) and \(b\) happened at the same time, were followed successively by \(c, f, g\) and lastly \(e\). A sequence \(sa=<A_1, A_2, A_3, ..., A_n>\) is called to be included in another sequence \(sb=<B_1, B_2, B_3, ..., B_m>\) if and only if there exists integers \(1 \leq I_1 < I_2 < ... < I_n \leq I_m\) such that \(A_1 \subseteq B_{I_1}, A_2 \subseteq B_{I_2}, A_3 \subseteq B_{I_3}, ..., A_n \subseteq B_{I_n}\). The support of a subsequence \(sa\) in a sequence database \(SDB\) is described as the number of sequences \(s \in SDB\) such that \(sa \sqsubseteq s\) and is denoted by \(sup(sa)\). The problem of mining sequential patterns in a sequence database \(SDB\) is to locate all frequent sequential patterns, i.e. each subsequence \(sa\) such that \(sup(sa) \geq minsup\) for a threshold \(minsup\) set by the user. For example, Figure 2 displays five of the 29 sequential patterns found in the database of table Figure 1 for \(minsup = 2\). Many algorithms have been proposed for the problem sequential pattern mining such as PrefixSpan [3], SPAM [4], GSP and SPADE [6].

III. THE BASIC TKS ALGORITHM

TKS, an algorithm to find the top-k sequential patterns having the highest support, where \(k\) is set by the user. TKS employs the vertical database representation and basic candidate-generation procedure of SPAM [8]. Furthermore, it also includes various efficient strategies to find top-k sequential pattern efficient Fine-tuning the minsup parameter of sequential pattern mining algorithms to generate enough patterns is hard and time-consuming. To address this problem, the task of top-k sequential pattern mining has been defined, where \(k\) is the number of sequential patterns to be found, and is set by the user. So here an efficient algorithm for this problem named TKS (Top-K Sequential pattern mining) is present. TKS utilizes a vertical bitmap database representation, a new data structure named PMAP (Precedence Map) and various efficient strategies to prune the search space. The experimental study on real datasets shows that TKS outperforms TSP, the current state-of-the-art algorithm for top-k sequential pattern mining by more than an order of magnitude in execution time and memory.

TKS Algorithm [9]

It takes as parameters a sequence database \(SDB\) and \(k\).

1) It first scans \(SDB\) once to construct \(V(SDB)\).  

2) Let $Sinit$ be the list of items in $V(SDB)$
3) Then, for each item $s \in Sinit$, if $s$ is frequent according to $bv(s)$ it calls the procedure “SAVE”.
4) $R = RU \{s, Sinit, items from Sinit that are lexically larger than $s$\}
5) WHILE $\exists <r, S1, S2> \in R \text{ AND sup}(r) \geq minsup$ DO
6) Select the tuple $<r, S1, S2>$ having the pattern $r$ with the highest support in $R$
7) Then calls “SEARCH” find tuple.
8) Finally calls “REMOVE” and delete infrequent patterns from database.

IV. THE PROPOSED ALGORITHM

Limitation of basic TKS algorithm is number of database scan are higher so execution time grows higher due to this limitation. For improving the efficiency of TKS algorithm and overcome the drawbacks of TKS we propose an efficient approach for mining top $k$ sequential patterns. We can improve the efficiency of TKS algorithm by using tree structure in TKS. By using this we can improve the efficiency of TKS algorithm in the terms of execution time.

Proposed Algorithm
Input: SDB, $K$
Output: Top $K$ Sequential Patterns
Let $q_{temp}$ be the list of items in tree
For each $q_{temp}$
Save($q, I, k, minsup$)
If i-extension sup(q) ≥ minsup
    Save(q, all the items in qtemp that are lexically larger than q, L, k)
    And
If s-extension sup(q) ≥ minsup
    Save(q, all the items in qtemp that are lexically larger than q, L, k)
End if
Remove qE qtemp when sup(q) < minsup

End for
Return L

V. TOOL STUDY

Java Technology:
JAVA is an object oriented platform independent and middle level language. It contains JVM (Java Virtual Machine) which is able to execute any program more efficiently. The feature of Platform Independence makes it different from the other Technologies available today.

Eclipse Tool:
Eclipse is an integrated development environment (IDE). It contains a base workspace and an extensible plug-in system for customizing the environment. Eclipse is written mostly in Java and can be used to develop applications. A vendor-neutral open-source workbench for multi-language development. An extensible platform for tool integration. Plug-in based framework to create, integrate and utilize software tools.

Sequential Pattern Mining Framework:
SPMF is an open-source data mining library written in Java, specialized in pattern mining. The source code of each algorithm can be integrated in other Java software. Moreover, SPMF can be used as a standalone program with a simple user interface or from the command line. The current version is v0.96r16 and was released the 28th April 2015.

VI. EXPERIMENTAL RESULTS
Various parameters are used for sequential pattern mining. Here this proposed approach conclude parameter execution time. The execution time is depend on the number of patterns are found and the number of passes that requires for database scan. We compared the performance of Proposed Algorithm with TKS Algorithm. All algorithms were implemented in Java. Experiments were carried on three real-life datasets having varied characteristics and representing three different types of data (web click stream, text from books, sign language utterances). Those datasets are accordingly FIFA, Bible and Sign. The comparison between TKS and Proposed algorithm is shown in following figures.

Figure 4: Sign Dataset

VII. CONCLUSION AND FUTURE WORK

The Proposed System has improves the performance of TKS algorithm by using Tree Structure. From the result analysis it is clearly seen that the execution time of proposed algorithm reduced. There is less number of database scan requiring so the efficiency of the TKS algorithm improves. Thus, we conclude that the proposed system has better performance than TKS algorithm. Extending TKS algorithm for finding Top K Closed Sequential Pattern can be considered as future work.
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ABSTRACT: Frequent weighted itemset represent correlation frequently holding in data in which items may weight differently. However, in some contexts, e.g., when the need is to minimize a certain cost function, discovering rare data correlations is more interesting than mining frequent ones. Nowadays, some uninteresting items are considered as important which appear very less in the database. It is known as Rare or infrequent item. Finding infrequent itemset is useful in many recent fields like medical, web, cloud, market basket analysis etc., for e.g., in market basket analysis some sets of items such as milk and bread customer buy frequently compared to milk and bread gold chain and ring are infrequent items. This paper takes the issue of discovering rare itemset in transaction dataset.
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I. INTRODUCTION

Itemset is a set of items. Frequent items are appear very frequently in database, with high support and high confidence. Rare items are reverse from of frequent ones, it has low support and high confidence. [1] That has a vast range of real-life application like,

In Medical – if we identify the solution of rare disease then we can prevent the person to get affected by it. Here, we don’t need this rare disease to become frequent. [1] That is being given for the discovery of infrequent or exceptional patterns [1].

In Market basket analysis for finding which items tend to be purchased together, milk and bread occurs frequently and can be considered as regular case, some items like bad and pillow are infrequently associated itemsets. [1] Recently, the importance is being given for the discovery of infrequent or exceptional patterns [1].

So, the businessmen gain profit. The things which are done together for e.g., Buying groceries known as association occurs between items. Association is an implication of the form X → Y. Infrequent itemsets are produced from very vast or enormous datasets. Extraction of frequent itemset is a necessary step in many association techniques [2].

Association rule mining extracts interesting correlation between transactions. In many application some items are appear very frequently in the data, while others rarely appear. If minsup is set too high, those rules that involve both frequent and infrequent items. To find the rule that contain both frequent and rare minsup is set to be very low. This may cause combinatorial explosion for those frequent items will be associated with one another in all possible ways. This problem is called the rare item problem [3]. Infrequent itemset do not comprise any infrequent subset. It appears only when threshold is set to very low. The mining algorithm solves the problem of discovering the infrequent itemsets in the given database [2].

Infrequent Itemset Mining finds uninteresting items among the huge database.
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The Pattern Growth algorithm comes in the early 2000s, for the answer to the problem of generates and test. The main idea is for to avoid the candidate generation step altogether, and to concentrate the search on a specified portion of the initial database.

Figure 1: Rare itemset mining architecture [9]

II. RELATED WORK

For example, the rule {Bread, Butter} => {Milk} found in the sales data of a shop would indicate that if a customer buys bread and butter together, he or she is likely to also buy milk. Such information can be used in decision making about marketing policies such as, e.g., product offers, product sales and discount schemes. In addition to the above mentioned example association rules are used today in many application areas including Web usage mining, Intrusion detection, Continuous production, and Bioinformatics [3]. As opposed to sequence mining, association rule learning typically does not consider the order of items either within a transaction or across transactions.

The problem of association rule mining [3] is defined as: Let $I= \{i_1, i_2, \ldots, i_n\}$ be a set of $n$ binary attributes called items. Let $D=\{t_1, t_2, \ldots, t_m\}$ be a set of transactions called the database. Each transaction in database $D$ has a unique transaction identity ID and contains a subset of the items in $I$ [3]. A rule is defined as an implication of the form $X \Rightarrow Y$ where $X, Y$ is subset of $I$ and $X \cap Y = \text{Null Set}$. The sets of items (for short itemsets) $X$ and $Y$ are called antecedent (if) and consequent (then) of the rule respectively. [6]

III. PROBLEM DEFINITION

To understand the background of itemset mining, we present different techniques and algorithm in the following subsections.

Goal: Mining infrequent itemset from transaction datasets.

$I=\{i_1, i_2, \ldots, i_m\}$ be a set of data items. A transactional dataset $T=\{t_1, t_2, \ldots, t_n\}$ is a set of transactions, where each transaction $t_q$ ($q \in [1,n]$) is a set of items in $I$ and is characterized by a transaction ID (tid). An itemset $I$ is a set of data items[6]. Specifically we denote as $k$-itemset a set of $k$-items in $I$. The support of an itemset is the number of transactions containing $I$ in $T$.

An itemset $I$ is infrequent if its support is less than or equal to a predefined maximum support threshold $\xi$. Otherwise, it is said to be frequent[1].

Weighted transactional data set

Let $I=\{i_1, i_2, \ldots, i_m\}$ be a set of items. A weighted transactional data set $T$ is a set of weighted transactions, where each weighted transaction $t_q$ is a set of weighted items <$i_k, w_k$>

Weights could be either positive, null or negative numbers. Itemsets mined from weighted transactional data sets are called weighted itemsets.

Their expression is similar to the one used for traditional itemsets, i.e., a weighted itemset is a subset of the data items occurring in a weighted transactional data set. The problem of mining itemsets by considering weights associated with each item is known as the weighted itemset mining problem[4].

This approach is focuses on considering item weights in the discovery of infrequent itemsets. To this aim, the problem of evaluating

itemset significance in a given weighted transactional data set is addressed by means of a two-step process.

Firstly, the weight of an itemset I associated with a weighted transaction $t_q \in T$ is defined as an aggregation of its item weights in $t_q$. Secondly, the significance of I with respect to the whole data set T is estimated by combining the itemset significance weights associated with each transaction.

<table>
<thead>
<tr>
<th>TID</th>
<th>CPU Usage Readings</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>&lt;a,0&gt; &lt;b,100&gt; &lt;c,57&gt; &lt;d,71&gt;</td>
</tr>
<tr>
<td>2</td>
<td>&lt;a,0&gt; &lt;b,43&gt; &lt;c,29&gt; &lt;d,71&gt;</td>
</tr>
<tr>
<td>3</td>
<td>&lt;a,43&gt; &lt;b,0&gt; &lt;c,43&gt; &lt;d,43&gt;</td>
</tr>
<tr>
<td>4</td>
<td>&lt;a,100&gt; &lt;b,0&gt; &lt;c,43&gt; &lt;d,100&gt;</td>
</tr>
<tr>
<td>5</td>
<td>&lt;a,86&gt; &lt;b,71&gt; &lt;c,0&gt; &lt;d,71&gt;</td>
</tr>
<tr>
<td>6</td>
<td>&lt;a,57&gt; &lt;b,71&gt; &lt;c,0&gt; &lt;d,71&gt;</td>
</tr>
</tbody>
</table>

**Figure 3: TABLE Weighted Transactional Data Set**

The significance of a weighted transaction, i.e., a set of weighted items, is commonly evaluated in terms of the corresponding item weights. For instance, when evaluating the support of $\{a,b\}$ in the example data set reported in Table 1, the occurrence of b in tid 1, which represents a highly utilized CPU, should be treated differently from the one of a, which represents an idle CPU at the same instant.

Task (A) entails discovering IWIs and minimal IWIs (MIWIs) which include the item with the least local interest within each transaction. Table 2 reports the IWIs mined from Table 1 by enforcing a maximum IWI-support-min threshold equal to 180 and their corresponding IWI-support-min values. For instance, $\{a,b\}$ covers the transactions with tids 1, 2, 3, and 4 with a minimal weight 0 (associated with a in tids 1 and 2 and b in tids 3 and 4), while it covers the transactions with tids 5 and 6 with minimal weights 71 and 57, respectively. Hence, its IWI-support-min value is 128.

**Table 2: IWIs Extracted from the Data Set from above Table**

<table>
<thead>
<tr>
<th>IWI</th>
<th>IWI-Support-min</th>
<th>IWI</th>
<th>IWI-Support-min</th>
</tr>
</thead>
<tbody>
<tr>
<td>${c}$</td>
<td>172 (Minimal)</td>
<td>${a,b,c}$</td>
<td>0 (Not Minimal)</td>
</tr>
<tr>
<td>${a,b}$</td>
<td>128 (Minimal)</td>
<td>${a,b,d}$</td>
<td>128 (Not Minimal)</td>
</tr>
<tr>
<td>${a,c}$</td>
<td>86 (Not Minimal)</td>
<td>${a,c,d}$</td>
<td>86 (Not Minimal)</td>
</tr>
<tr>
<td>${b,c}$</td>
<td>86 (Not Minimal)</td>
<td>${b,c,d}$</td>
<td>86 (Not Minimal)</td>
</tr>
<tr>
<td>${c,d}$</td>
<td>172 (Not Minimal)</td>
<td>${a,b,c,d}$</td>
<td>0 (Not Minimal)</td>
</tr>
</tbody>
</table>

**Table 3: IWIs Extracted from the Data Set from above Table**

Maximum IWI-support-max threshold $= 390$

<table>
<thead>
<tr>
<th>IWI</th>
<th>IWI-Support-max</th>
<th>IWI</th>
<th>IWI-Support-max</th>
</tr>
</thead>
<tbody>
<tr>
<td>${a}$</td>
<td>286 (Minimal)</td>
<td>${a,c}$</td>
<td>0 (Not Minimal)</td>
</tr>
<tr>
<td>${b}$</td>
<td>285 (Minimal)</td>
<td>${b,c}$</td>
<td>128 (Not Minimal)</td>
</tr>
<tr>
<td>${c}$</td>
<td>172 (Not Minimal)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Base Algorithm**

Input: $T$, a weighted transaction dataset,
maximum IWI support threshold
Output: set of IWIs
1. initialization of items.
2. count IWI-support
3. tree - a new empty tree
4. for all weighted transaction tq in T do,
5. TEq - equivalence transaction
6. for all transaction insert tej in tree
7. end for
8. end for
9. IWI Mining
10. return set of IWIs

IV. PROPOSED ALGORITHM

Proposed Algorithm Steps:

Input : - T (transaction database TDB) ,
ξ (maximum IWI-support threshold)
Output : - J (set of IWIs)

Step 1: J = Ø /* initialization of items by scanning DB */
Step 2: count the support for all single items

Figure 4: Proposed Algorithm Design

Confidence = \frac{\text{count}(X \cup Y)}{\text{count}(X)}

**Step 3:** weight calculation of all items.

- Generation of MIS equation will be used for weight calculation, we take MIW instead of MIS
  
  \[
  MIW(i) = \begin{cases} 
  \frac{M(i)}{LS} & \text{where } M(i) > LS \\
  LS & \text{otherwise}
  \end{cases}
  \]

- Here, \( f(i) \) is the actual frequency of item \( i \) in data or the support expressed in percentage of the data set size.
- \( LS \) = user specify lowest minimum weight
- \( \beta = a \) parameter to control MIW value for items
- If \( \beta = 0 \) we have only one minimum weight.
- If \( \beta = 1 \) and \( f(i) \geq LS \)
- \( f(i) \) is the MIW value for \( i \).

**Step 4:** create initial fp-tree

- add items into tree
- for all transaction \( t_i \in T \)
- for all \( t_{ej} \in t_i \)
- Insert \( t_{ej} \) in tree

**Step 5:** If \( t_{ej}.\text{sup} \leq \text{tsup} \&\& t_{ej}.\text{weight} \geq \text{tweight} \)

- If item does not satisfy the Weight Constrain and support constrain then remove it from transaction

**Step 6:** Order items in their frequency, descending order.

**Step 7:** \( J \leftarrow \) Mining process

**Step 8:** return set of infrequent items

**Step 9:** end

**Advantages**

- It will Reduce time.
- It Require less memory.
- It removes the frequent items from tree.

**Limitation**

- Number of database scan are higher
- It performs save procedure each time when particular item is found.
- So execution time grows higher due to this limitation.

**V. STUDY OF TOOL**

**Java Technology**

JAVA is an object oriented, platform independent and middle level language. It contains JVM (Java Virtual Machine) which is able to execute any program more efficiently. The feature of Platform Independence makes it different from the other Technologies available today.

**Eclipse Tool**

Eclipse is an integrated development environment (IDE). It contains a base workspace and an extensible plug-in system for customizing the environment. Eclipse is written mostly in Java and thus can be used to develop applications. Eclipse started as a proprietary IBM product (IBM Visual age for Smalltalk/Java)

**SPMF**

SPMF is an open-source data mining mining library written in Java, specialized in pattern mining. It is distributed under the GPL v3 license. It offers implementations of 78 data mining algorithms for:

- sequential pattern mining,
- association rule mining,
- frequent itemset mining,

• high-utility pattern mining,
• sequential rule mining,
• clustering.

The source code of each algorithm can be integrated in other Java software. Moreover, SPMF can be used as a standalone program with a simple user interface or from the command line. The current version is v0.96r16 and was released the 28th April 2015.

V. RESULT ANALYSIS

Aggregate function
Aggregate function is a function where the values of multiple rows are grouped together as input or certain criteria to form a single value or more significant meaning or measurement such as a set, a bag or a list. For eg. Function like average(), count(), maximum(). It will return a single value.

Reducing the execution time
First scan of data will remove the frequent items and reduce the no. of scans. By tree pruning strategy it will find the prunable items and reduce the time.

![Figure 5: Performance of different threshold values](image)

![Figure 6: Execution time comparison over mushroom dataset](image)
The algorithm first constructs the tree out of the original data set and then grows the frequent patterns. For a faster execution, the data should be preprocessed before applying the algorithm.

VI. CONCLUSION AND FUTURE WORK

The Propose System has improves the performance of IWI mining algorithm by using FP-Growth Structure. It reduce the execution time, at mining time tree will remove the frequent items and we get only rare items. Thus, we conclude that the proposed system has better performance and it will require less memory.

Future Work:

As future, we plan for discovering rare itemset, weight calculation of items will be done by user. IWI algorithm can also be implemented in advanced decision making system and business intelligence.
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Abstract: Current generation is witnessing data explosion most of it is unstructured and is called Big Data. This data has characteristics of high volume, velocity, variety and veracity. HDFS, GFS, Ceph, Lustre, PVFS etc are used as file system for storing Big Data. MapReduce processes program in parallel across clusters and generates output. Spark framework improves performance by 10x when datasets are stored in hard disk and performance improves by 100x when data is stored in memory. This paper proposes optimization of Big Data processing using Spark framework.

Keywords: Volume, velocity, veracity, Big Data, HDFS, Spark.

I. INTRODUCTION

Huge amount of data is being generated every second. It puts a new challenge for managing this data. Social media like Facebook generates about 600 TB of data every day, whereas Twitter generates about 120 TB each day and Google generates about 20 PB of data each day. It is evident that data is collected in an exponential rate and we have already reached Terabyte and PetaByte stage (see Figure 1). 1PB=1024TB. 1EB=1024PB.

As per IDC [6], digital universe in 2010 was 1227 ExaBytes and by end of 2020 data would reach to 40ZB.

Figure 1: Digital Universe expansion
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This Big Data needs to be stored in multiple machines in commodity hardware as clusters since single machine cannot store it. This is managed with Hadoop Framework. HDFS (Hadoop Distributed File System), GFS (Google File System), PVFS, Ceph etc is used to store Big Data. Default data size in HDFS is 64MB. These chunks (64MB) are stored in commodity hardware. In hadoop MapReduce, the tuples generated in Map and Reduce task are stored in disk (see Figure 2). This takes time. This is improved by using apache spark framework.

Apache Spark is an open-source cluster computing framework developed in 2009 at AMPLab at University of California. Spark can read from any data source (relational, NoSQL, file systems, etc) and offers unified API for batch analytics, SQL queries, machine learning and graph processing, real-time analysis.

Spark is not only designed to run many more workloads, but it can do so much faster than older systems. Spark is 10 times faster than Hadoop MapReduce when data is read from disk and 100 times faster when data is read from memory. Spark is highly scalable. The largest Spark cluster has about 8,000 nodes.

Spark improves efficiency through in memory computation, general computation graph. It has rich API in java, python, scala and interactive shell where programmers write less line of codes.

II. LITERATURE REVIEW

Yanfeng Zhang et al. [4] paper discusses PrIter, which is the prioritized execution of iterative computations. PrIter stores intermediate data in memory for fast convergence or stores intermediate data in files for scaling to larger data sets. PrIter was evaluated on a local cluster of machines as well as on Amazon EC2 Cloud. The results show that PrIter achieves up to 50 × speedup over Hadoop for iterative algorithms type problems. In addition, PrIter is shown better performance for iterative computations than other distributed frameworks such as Spark and Piccolo

Yanfeng Zhang et al. [2] paper discusses iMapReduce is a distributive framework that significantly improves the performance of iterative computations by (1) reducing the creation new MapReduce jobs again and again, (2) shuffling of static data gets eliminated, and (3) asynchronous execution of map tasks is allowed, iMapReduce prototype shows that it can achieve up to 5 times speedup in implementing iterative algorithms.

Xu, X et al. [3] pointed that if TaskTracker could adjust to change of load as per its computing ability, results can be obtained faster.

Weizhong Zhao et al. [4] said that Parallel K-Means clustering based on MapReduce can process datasets efficiently using commodity hardware.

Matei Zaharia et al. [5] pointed out that the resilient distributed dataset (RDD), which represents a read-only collection of objects can be partitioned across multiple set of machines in cluster and can be rebuilt even if a partition is lost. If a partition of an RDD is lost, the RDD has enough information and uses other RDDs to rebuild just that partition by using lineage information. Lineage is the sequence of transformations used to build the current RDD .

Matei Zaharia et al. [6] paper showed following results of spark: spark outperforms Hadoop by up to 20x in iterative machine learning and graph applications. The speedup comes from avoiding I/O and deserialization costs by storing data in memory as Java objects. Applications written in spark perform and scale well. In particular, spark speeds up an analytics report that was running on Hadoop by 40x. When nodes fail, Spark shows recovery strategy by rebuilding only the lost RDD partitions. Spark can to query a 1 TB dataset interactively with latencies of 5–7 seconds.

As per apache spark [7], spark runs much faster than hadoop which is evident from the figure below (see Figure 3) for logic regression.
III. SPARK FRAMEWORK

A. RDD (Resilient Distributed Dataset)
   
   It is an abstraction layer which is read only and represents collection of objects that can be stored in memory or disk in cluster. It can be rebuilt on failure. It has parallel functional transformation. RDDs support operations known as transformations, which create new dataset from an existing one, and actions, which after running a computation on the dataset return a value to the driver program. Some of the actions in spark are filter, count, union, join, sort, groupBy, groupByKey, pipe, cross, mapWith etc.

   
   Figure 4: Iteration in RDD using SPARK

   From Figure 4, the first map operation into RDD (1) is shown where, not all data could fit in the memory space so some data is passed to the hard disk. Data is first searched in the memory for the reading and also writing occurs in memory. This method makes system to be 100X faster than other methods that rely purely on disk storage.

   Spark follows lazy loading that is it doesn’t perform transformation on RDD immediately. Instead, it piles this transformation and forms batch which is then processed.

B. SPARK STACK

   Figure 5: Spark Stack

   Spark Stack consists of four major components Spark SQL, Spark Streaming, MLib, GraphX (see Figure 5)

C. SPARK SQL

   The two useful components of Spark SQL are DataFrame and SQLContext. DataFrame provides an abstraction which can act as distributed SQL query engine. A DataFrame is a distributed collection of data which is organized into named columns. DataFrames can be converted to RDDs and vice versa. DataFrames can be created from different data sources such as: Hive tables, Existing RDDs, JSON datasets, structured data files, External databases.

   Spark SQL lets you query structured data as a distributed dataset (RDD) in Spark, with integrated APIs in Python, Scala and Java. This tight integration makes it easy to run SQL queries alongside complex analytic algorithms.

D. SPARK STREAMING

   Spark Streaming allows one to process large data streams in real time. This helps to find fraud detection. Spark Streaming allows live streaming as well as post processing in batch. There is no other framework which can do both.

   The live stream is divided into small batch of x second which is then passed to spark framework and it treats this batch as RDD and processes it in batch (see Figure 6).
E. MLLIB

MLOpt is declarative layer which automates hyperparameter tuning. Pipelines and MLI are API for simplifying development of machine learning such as distributed table, distributed matrices. MLib is machine learning core library (see Figure 7). It consists of Gradient descent algorithm for optimization, K-Means algorithm for clustering, Logistic Regression for prediction, feature transformation etc.

F. GRAPHX

GraphX is the new Spark API for graph-parallel computation. GraphX extends the Spark RDD with graph concept where properties are attached to each vertex and edge. GraphX exposes fundamental operators such as subgraph, joinVertices etc. GraphX has collection of graph algorithms which simplifies graph analytics. With one can view the same data as both graphs and collections, join and transform graphs with RDD efficiently.

IV. SPARK RUNTIME

See Figure 8, where Driver program launches multiple worker threads that read data blocks from a distributed file system and persists computed RDD partitions in memory. Developers write a driver program which can connect to a cluster of workers, as shown in Figure 2. The driver defines one or more RDDs and invokes actions on them. The workers can store RDD partitions in RAM. A driver performs two types of operations on a dataset: action and transformation. action performs computation on dataset and returns value to the driver; transformation creates new dataset from an existing dataset.

V. PROGRAMMING ILLUSTRATION

Here illustration is shown in scala language which is functional programming language. This program collects all errors having DB2 written in ERROR Log.

```scala
//RDD is created using hdfs
val txt = spark.textFile("hdfs://scrapper/user/alltweets.txt")
```
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// New RDD created by transformation which searches for "ERROR"
val errors = txt.filter(line => line.contains("ERROR"))

// Count all the errors. Action is performed
errors.count()

// Count errors mentioning "DB2"
errors.filter(line => line.contains("DB2")).count()

// Fetch the "DB2" errors as an array of strings
errors.filter(line => line.contains("DB2")).collect()

Another example for storing data in RAM using cache() method. It is illustrated below.

step 1
Go to the bin dir of spark installation
$ /home/spark-1.2.1/bin

step 2
$ run the spark-shell which takes to scala prompt
./spark-shell

step 3
Create RDD of TEST.txt
scala> val tf=sc.textFile("TEST.txt")

step 4
Use transformation on RDD and create new RDD
scala> val ramtxt=tf.filter(line=>line.contains("Data")

step 5
Store this RDD in RAM for faster access
scala> ramtxt.cache()

CONCLUSION

Spark framework supports big data processing. This framework can give faster result than existing hadoop system. It has capability of doing in-memory computation using languages scala, java, python. One can work with cluster writing less lines of code in scala as it is functional programming language. Spark has rich set of libraries for data streaming, machine learning and spark sql. Spark framework improves performance by 10x when datasets are stored in hard disk and performance improves by 100x when data is on memory.
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Abstract: The Dempster-Shafer method is the theoretical basis for creating data classification systems. In this system testing is carried out using three popular (multiple attribute) benchmark datasets that have two, three and four classes. In each case, a subset of the available data is used for training to establish thresholds, limits or likelihoods of class membership for each attribute of the test data. Classification of each data item is achieved by combination of these probabilities via Dempster’s Rule of Combination. Results for the first two datasets show extremely high classification accuracy that is competitive with other popular methods. The third dataset is non-numerical and difficult to classify, but good results can be achieved provided the system and mass functions are designed carefully and the right attributes are chosen for combination. In all cases the Dempster-Shafer method provides comparable performance to other more popular algorithms, but the overhead of generating accurate mass functions increases the complexity with the addition of new attributes. Overall, the results suggest that the D-S approach provides a suitable framework for the design of classification systems and that automating the mass function design and calculation would increase the viability of the algorithm for complex classification problems.

Keywords: Dempster-Shafer theory, data classification, Dempster’s rule of combination.

1. INTRODUCTION

The ability to group complex data into a finite number of classes is important in data mining, and means that more useful decisions can be made based on the available information. For example, within the field of medical diagnosis, it is essential to utilise methods that can accurately differentiate between anomalous and normal data. In DST, evidence can be associated with multiple possible events, e.g., sets of events. The chief aims here are to describe the use of the Dempster-Shafer (D-S) theory as a framework for creating classifier systems, test the systems on three benchmark datasets, and compare the results with those for other techniques. As a result, evidence in DST can be meaningful at a higher level of abstraction without having to resort to assumptions about the events within the evidential set. Where the evidence is sufficient enough to permit the assignment of probabilities to single events, the Dempster-Shafer model collapses to the traditional probabilistic formulation. One of the most important features of Dempster-Shafer theory is that the...
model is designed to cope with varying levels of precision regarding the information and no further assumptions are needed to represent the information. It also allows for the direct representation of uncertainty of system responses where an imprecise input can be characterized by a set or an interval and the resulting output is a set or an interval.

2. Data classification

Data classification is the process of organizing data into categories for its most effective and efficient use. A well-planned data classification system makes essential data easy to find and retrieve. This can be of particular importance for risk management, legal discovery, and compliance. Written procedures and guidelines for data classification should define what categories and criteria the organization will use to classify data and specify the roles and responsibilities of employees within the organization regarding data stewardship. Once a data-classification scheme has been created, security standards that specify appropriate handling practices for each category and storage standards that define the data's lifecycle requirements should be addressed.

3. Dempster Shafer theory

The drawbacks of pure probabilistic methods and of the certainty factor model have led us in recent years to consider alternate approaches. Particularly appealing is the mathematical theory of evidence developed by Arthur Dempster. We are convinced it merits careful study and interpretation in the context of expert systems. This theory was first set forth by Dempster in the 1960s and subsequently extended by Glenn Shafer. In 1976, the year after the first description of CF’s appeared; Shafer published A Mathematical Theory of Evidence (Shafer, 1976). Its relevance to the issues addressed in the CF model was not immediately recognized, but recently researchers have begun to investigate applications of the theory to expert systems (Barnett, 1981; Friedman, 1981; Garvey et al., 1981). We believe that the advantage of the Dempster-Shafer theory over previous approaches is its ability to model the narrowing of the hypothesis set with the accumulation of evidence, a process that characterizes diagnostic reasoning in medicine and expert reasoning in general. An expert uses evidence that, instead of bearing on a single hypothesis in the original Equal certainty. Because he attributes belief to subsets, as well as to individual elements of the hypothesis set, we believe that Shafer more accurately reflects the evidence-gathering process. Hypothesis set, often bears on a larger subset of this set. The functions and combining rule of the Dempster-Shafer theory are well suited to represent this type of evidence and its aggregation.

4. New Method for Classification of Incomplete Patterns

The new prototype-based credal classification (PCC) method provides multiple possible estimations of missing values according to class prototypes obtained by the training samples. For a c-class problem, it will produce c probable estimations. The object with each estimation is classified using any standard classifier. Then, it yields c pieces of classification results, but these results take different weighting factors depending on the distance between the object and the corresponding prototype. So the c classification results should be discounted with different weights, and the discounted results are globally fused for the credal classification of the object. If the c classification results are quite consistent on the decision of class of the object, the fusion result will naturally commit this object to the specific class that is supported by the classification results. However, it can happen that high conflict among the c classification results occurs which indicates that the class of this object is quite imprecise (ambiguous) only based on the known attribute values. In such conflicting case, it becomes very difficult to correctly classify the object in a particular (specific) class, and it becomes more prudent and reasonable to assign the object to a meta-class (partial imprecise class) in order to reduce the misclassification rate. By doing this, PCC is able to reveal the imprecision of the classification due to the missing values which is a nice and useful property. Indeed in some applications, especially those related to defense and security (like in target classification) the robust credal classification results are usually more preferable than the precise classification results subject potentially to a high risk of error. The classification of the uncertain object in meta-class can be eventually precisiated (refined) using some other (costly) techniques or with extra information sources if it is really necessary. So PCC approach prevents us to take erroneous fatal decision by robustifying the specificity of the classification result whenever it is necessary to do it.

A. Determination of c estimations of missing values in incomplete patterns

Let us consider a test data set \( X = \{x_1, \ldots, x_N\} \) to be classified using the training data set \( Y = \{y_1, \ldots, y_H\} \) in the frame of discernment \( \Omega = \{o_1, \ldots, o_C\} \). Because we focus on 2 In our context, we call standard a classifier working with complete patterns. The classification of the incomplete data (test sample) in this work, one assumes that the test samples are all incomplete data (vector) with single or multiple missing values, and the training data set \( Y \) consists of a set of complete patterns. The prototype of each class \( \{o_1, \ldots, o_C\} \) is calculated using the training data at first, and \( o_i \) corresponds to class \( o_i \). There exist many methods to produce the prototypes. For example, the K-means method can be applied for each class of the training data, and the clustering center is chosen for the prototype. The simple arithmetic average vector of the training data in each class can also be considered as the prototype, and this

method is adopted here for its simplicity. Mathematically, the prototype is computed for \( g = 1, \ldots, c \) by
\[
\omega g = \sum_{y_j \in \omega g} T_j y_j
\]
where \( T_j \) is the number of the training samples in the class \( \omega g \).

5. Basic mathematical terminology and the TBM

The D-S theory begins by assuming a frame of discernment \((\Theta)\), which is a finite set of mutually exclusive propositions and hypotheses (alternatives) about some problem domain. It is the set of all states under consideration. For example, when diagnosing a patient, \( \Theta \) would be the set consisting of all possible diseases. The power set \( 2^\Theta \) is the set of all possible sub-sets of \( \Theta \) including the empty set \( \Phi \). For example, if:
\[
\Theta = \{a, b\}
\]
Then
\[
2 = \{\{\}, \{a\}, \{b\}, \{a, b\}\}
\]
The individual elements of the power set represent propositions in the domain that may be of interest. For example, the proposition “the disease is infectious” gives rise to the set of elements of \( \Theta \) that are infectious and contains all and only the states in which that proposition is true. The theory of evidence assigns a mass value \( m \) between 0 and 1 to each subset of the power set. This can be expressed mathematically as:
\[
2: \rightarrow [0,1]
\]
\[
m(\Theta) = 0
\]
and second, the masses of the remaining members of the power set must sum to 1:
\[
\sum_{A \subseteq \Theta} m(A) = 1
\]
The quantity \( m(A) \) is the measure of the probability that is committed exactly to \( A \) [3]. In other words, \( m(A) \) expresses the proportion of available evidence that supports the claim that the actual state belongs to \( A \) but not to any subset of \( A \). Given mass assignments for the power set, the upper and lower bounds of a probability interval can be determined since these are bounded by two measures that can be calculated from the mass, the degree of belief (bel) and the degree of plausibility (pl). The degree of belief function of a proposition \( A \), bel(\( A \)), sums the mass values of all the non-empty subsets of \( A \):
\[
\text{bel}(A) = \sum_{B \subseteq A, B \neq \emptyset} m(B)
\]
The degree of plausibility function of \( A \), pl(\( A \)), sums the masses of all the sets that intersect \( A \), i.e. it takes into account all the elements related to \( A \) (either supported by evidence or unknown):
\[
\text{pl}(A) = \sum_{B \subseteq A} m(B)
\]

6. Advantages and disadvantages of D-S

The systems described in this paper are all based on the theory presented in Sections 2.1 and 2.2, but D-S-based systems have a great deal of scope and flexibility as regards to system design, which means that classifiers can be created that are highly suited for solving any given problem. In particular, there are no fixed rules regarding how the mass functions should be constructed or how the data combination should be organized. For example, consider the case where a car window has been broken and there are three suspects Jon, Mary, and Mike, and two witnesses, W1 and W2. W1 assigns a mass value of 0.9 to “Jon is guilty” and a mass value of 0.1 to “Mike is guilty”. However, W2 assigns a mass value of 0.9 to “Jon is guilty” and a mass value of 0.1 to “Mary is guilty”. Applying the DRC returns a value of 0.99 for K, which yields a value of 1 for “Mary is guilty”. This is clearly counterintuitive since both witnesses assigned very small mass values to this hypothesis. The conflicting beliefs management problem is only a cause for concern when there are more than two classes, so the WBCC dataset used here presents no potential problem. Furthermore, the mass functions used with other two datasets are selected so that any conflicting beliefs are reduced (see Sections 5.2 and 6.2). This is possible since the problem is caused by conflicting mass values, not mass functions, so one can design mass functions and DRC combination strategies that minimize the problem. Some alternative combination rules that attempt to reduce the conflicting beliefs management problem have also been proposed, as in [7] and [8], but none have yet been accepted as a standard method.

7. Review of D-S applications

The D-S theory has previously been shown to be a powerful combination tool, but to date most of the research effort has been directed towards using it to unite the results from a number of separate classification techniques. For example, in [30] the results from a

Bayesian network classifier and a fuzzy logic-based classifier are combined and in [31] the D-S theory is used in conjunction with a neural network methodology and applied to a fault diagnosis problem in induction motors. The DRC acts as a data fusion tool, i.e. eight faulty conditions are first classified using the neural network and the classification information is then converted to mass function assignments. These are then combined using DRC, which reduces the diagnostic uncertainty. Al-Ani and Deriche [32] also propose a classifier combination method based on the D-S approach. They propose that the success of the D-S methodology lies in its powerful ability to combine evidence measures from multiple classifiers. In other words, when the results of several classifiers are combined, the effects of their individual limitations as classifiers are significantly reduced. Valente and Hermansky [33] also suggest a DRC methodology that combines the outputs from various neural network classifiers, but in their work it is applied to a multi-stream speech recognition problem. As mentioned previously, the work here differs from the above approaches in that it is concerned with classification using the D-S theory alone; no other categorization techniques are employed at any stage in the classification process. This perspective is fairly novel as other works concerned with the D-S theory as a single classifier has mostly focused on adapting its methodology. For example, Parikh et al. [34] present a new method of implementing D-S for condition monitoring and fault diagnosis, using a predictive accuracy rate for the mass functions. The author’s claim that this architecture performs better than traditional mass assignment techniques as it avoids the conflicting beliefs assignment problem. In other D-S related work, Chen and VenkataRamaman [35] show that Bayesian inference requires much more information than the D-S theory, for example a priori and conditional probabilities. They postulate that the D-S method is tolerant of trusted but inaccurate evidence as long as most of the evidence is accurate.

8. The application of D-S to data classification

As discussed in Section 2.3, the D-S theory provides a general framework for creating classifier systems. This framework can be expressed as a series of steps that must be undertaken namely: 1. Define the frame of discernment (Θ). This is the set of all possible hypotheses related to the given dataset and identifies the classes to which the data must be assigned. 2. Determine which data attributes are important for establishing class membership and discard the others. In general, the frame of discernment and the selected attributes (their number and their data types) will provide loose guidelines for designing mass functions and the structure of the DRC combinations. 3. Examine the selected attributes and their data values within a subset of the data in order to design mass functions for each attribute. These functions will be used to assign mass values to the corresponding hypotheses based on the attribute values of the test data. 4. Design a DRC combination strategy based on the data structure. A single application of DRC combines the mass values of each attribute for each data item, but many applications can be used, and DRC can also be used to combine the results of previous applications. 5. Following combination, select a rule that converts the result to a decision. Several may be used on different steps, but the final one ultimately classifies the data.

9. Conclusions

This work has utilized the D-S theory (in particular mass functions and DRC) as a framework for creating classification algorithms, and has applied them to three standard benchmark datasets, the WBCD dataset, the Iris dataset, and part of the Duke Outage dataset. For the WBCD, the mass functions were created by considering threshold values in the training data and using a sigmoid model. In this case, classification was a simple one-step process. The accuracy proved to be much higher when all the data attributes were considered (97.6%), and this result was superior to other published results for other popular methods. Furthermore, the D-S method permitted the inclusion of data items that contained missing values in the dataset. Some of the other methods were unable to do this. This paper has hence demonstrated that the D-S approach works well with all three datasets provided the system is designed in the right way and the attributes are carefully selected. Attribute selection appears to influence overall performance considerably, for example, use of all the attributes worked well for the WBCD but not for the Duke Outage data. The D-S theory provides the framework for system design only, and in this sense allows the creation of systems that can be essentially tailored towards the specific problem domain of interest. This may be considered a disadvantage in that there are no strict guidelines for the detailed design of such systems, but it may also be thought of as an advantage, since the flexibility allows for the tweaking and refinement of the system until the desired output levels are reached, especially if this refinement process can be automated in some way. In particular, automating the attribute selection and mass function calculation processes may make the Dempster-Shafer approach an objective and accurate replacement for current state of the art classification systems.
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Abstract: This paper presents an Orchestrator, developed for execution of given tasks on robotic nodes. The tasks execute in two modes, parallel and sequential. The orchestrator assigns task to multiple sets of robotic nodes. The nodes of a set perform the assigned tasks either synchronously or in parallel. Each set divides the given task in subtasks and each subtask further performs on different robotic nodes sequentially. Each robot has unique address. Robots possess capability to interact with each other using RF radio. Networked controlled robots (NCRs) imbibe two addition properties—fault tolerance and greater system efficiency. The experimental results of study of orchestration are also presented using the Orchestrator.
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I. INTRODUCTION

Networked controlled robots are subject to research in recent years. They find uses in civil, military and space applications. This research focuses on two types of NCRs, centralised and decentralised. A Robotic Systems’ Network is a group of artificial autonomous systems which are mobile. The systems communicate among themselves either directly as in case of distributed network robotic systems [1] or through a central controller in case of centralised network robotic systems. Distributed autonomous robots are designed to perform collaborated mission [2], whose success depends on communication between individuals. Therefore, robots count sufficient knowledge of the network connectivity, and exploit this knowledge in order to best maintain the network connectivity while performing other tasks [3-5]. A broad challenge is to develop a model architecture that couples communication with control to enable such new capabilities, like Cloud Robotics, Global localization in Mobile Robot, Fleet management, Assert tracking and Covert surveillance [6, 7]. Orchestration deploys elements of control theory [8]. The usage of orchestration has been studied earlier in context of the service oriented architecture, virtualization, provisioning, converged infrastructure and dynamic data centre [9]. One service may be realized using orchestration through the cooperation of several services. Orchestration can also be defined as a type of cooperation in which the one service directly invokes other services. A new approach “Robotic Orchestration” is introduced, in this paper, which has advantages and minimum disadvantages of both approaches. An Orchestrator controlled robotic network performs Robotic Orchestration. It describes the automated arrangement, coordination, the management of complex robotic systems, and the services. The work focuses on developing a Robotic Orchestrator (Coordinator). This Orchestrator is able to invoke and coordinate other services by exploiting typical workflow patterns such as parallel composition, sequencing and choices or a manager which...
controls and coordinates the functions and roles of the nodes (Slave robots). Orchestrator organizes and manages a set of activities in a network. Orchestrator assigns service to a robotic node. A robotic node performs the given service and after completing the service messages to the Orchestrator about the service completion. The paper is organised as follows. Section II presents the basic problem statement. Section III describes the hardware developed. Section IV gives the experimental results. Conclusions derived from the present study are given in Section V.

II. PROBLEM FORMULATION

This section describes the task flow pattern in network robotic system. Figure 1 shows the task flow pattern. The results of three coordinating ways are compared, after introduction of the task flow pattern and defining the experimental procedure.

Let $H$ denote a set of $k$ heterogeneous robots, and $T$ denote a set of $n$ tasks, that is,

$$H = \{h_1, h_2, \ldots, h_k\},$$

$$T = \{t_1, t_2, \ldots, t_n\}.$$  

The tasks are assigned to robotic node on fixed time interval like $(t_{s1}, t_{s2}, \ldots)$ and $T_s$ define the set of time interval,

$$T_s = \{t_{s1}, t_{s2}, \ldots, t_{sn}\}.$$  

Each time slots are equal $t_{s1} = t_{s2} = \ldots = t_{sn}$.

Also, let $A$ denote the allocation

$$A = \{a_1, a_2, \ldots, a_k\},$$

where $a_i$ is a cluster of tasks,

$$\bigcup_{i=1}^{k}(a_i) = T,$$  

$$a_i \cap a_j = \emptyset, (i \neq j),$$

and the cluster $a_i$ is assigned to robot $h_i$.

The cost associated with $A$ is given by [10]

$$C(A) = \sum_{s=1}^{k} c(a_s)$$  

where $c(a_s)$ is the minimum cost for robot $h_s$ to complete the set of tasks $a_s$. In practice the cost function in (7) might be used to represent the total distance traveled or the total energy expended by the robots.

Robotic Orchestration in a networked robotic system is performed by defining a task of Robotic Relay Racing (RRR). RRR is similar to human relay racing in Olympics games. The two standard relays are the 4x100 meter relay and the 4x400 meter relay. A 4x400 relay race is a race in which four runners of each teams completes race between starting point to end point. Generally 4x400 relay starts in lanes for the first runner and first runner handoff the baton to second runner after first 100 meter. The second runner handoff the baton to third runner after second 100 meter and so on. The last runner completes the race to the finish line.

The Robotic relay race uses similar rules but some variation. The master (Robotic Orchestrator) controls the race. Each slave (Robotic node) takes command from orchestrator and after performing task give reply to orchestrator. The nodes are unable to communicate with each other.

The Robotic Relay Racing (RRR) is demonstrated by Figure 2. Here one Orchestrator (master) and four Robotic nodes (RN) are used to perform the experiments. The RN is divided in two groups ‘1’ and ‘2’ and each group has two members. The group ‘1’ members...
are 1a and 1b, group ‘2’ members are 2a and 2a. When Orchestrator starts the race 1a and 2a starts moving on and after reaching their finishing line both RN passing baton to their team members. Now RN 1b and 2b continue the race up to finishing line.

Figure 2: Robotics Relay Racing for Orchestrator control Robotic node.

The RRR experiment is performed by all three approaches discussed in this paper. The parameters used in experiments are shown by Table 1. The comparison is made by measuring the following three parameters.

1. Number of message passing in robotic network to perform given task.
2. Execution time of task.
3. Bandwidth for communication.

The approaches below have also been followed by other researchers [10-13] but not for Robotic Orchestration.

Experiment 1: Centralized RRR is performed under the following points.
1. The RN cannot communicate to each other directly. They can communicate to each other only through master.
2. All RN are using a single communication channel.
3. The master have task plan for each RN.
4. Each RN performing given task under monitoring of master.

Experiment 2: Decentralized RRR is performed under the following points.
1. All RN communicate to each other through separate channel.
2. Each RN must know status of each of other RN in network to perform the collaborate mission.
3. The master only initiates the task. After that, the RN collaboratively performs the given task.

Experiment 3: Orchestrator RRR is performed under the following points.
1. The orchestrator only assigns the tasks and monitors the status of task.
2. The task plan is preloaded in RN similar to a musical orchestra member.
3. The RN has limited communication capability to each other.
4. Each RN has two communications channel, one for Orchestrator and other for group member.

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Parameters</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Number of robots</td>
<td>4 slave and 1 Master</td>
</tr>
<tr>
<td>2</td>
<td>Track Length</td>
<td>10m</td>
</tr>
<tr>
<td>3</td>
<td>Communication Range of Robots</td>
<td>12m</td>
</tr>
<tr>
<td>4</td>
<td>Max. Achievable speed of robots</td>
<td>0.5ms⁻¹</td>
</tr>
<tr>
<td>5</td>
<td>Normal speed of robots</td>
<td>0.2ms⁻¹</td>
</tr>
<tr>
<td>6</td>
<td>Min. Distance between robots to avoid collision</td>
<td>0.3m</td>
</tr>
<tr>
<td>7</td>
<td>Max. distance between robots to keep on track</td>
<td>1.1m</td>
</tr>
</tbody>
</table>
III. HARDWARE DESCRIPTION

Intel Galileo Gen 2 development board is shown in Figure 3(a) which is used for designing Orchestrator and RN. It is based on the Intel QuarkSoC X1000, a 32-bit Intel Pentium processor-class system on a chip (SoC), the genuine Intel processor and native I/O capabilities of the Intel Galileo board (Gen 2) provides a full-featured offering for a wide range of applications. The Intel Galileo Gen 2 board also provides a simpler and more cost-effective development environment compared to the Intel Atom processor- and Intel Core processor-based designs. The Intel Galileo board (Gen 2) is an open source hardware design [14]. The Orchestrator explained in Figure 2 is shown in Figure 3(b). RN '1a' and '1b' are shown in Figure 4(a) and RN '2a' and '2b' are shown in Figure 4(b). An Orchestrator is two wheel drive robot. Orchestrator uses two 60 rpm, 12V DC motors as a power train. The RF radio (TX/RX) is used for communication in robotic network. This radio frequency (RF) transmission system employs Amplitude Shift Keying (ASK) with transmitter/receiver (Tx/Rx) pair operating at 434 MHz. The transmitter module takes serial input and transmits these signals through RF. The transmitted signals are received by the receiver module placed away from the source of transmission.

(a)  
(b)  
Figure 3: (a) Intel Galileo Gen 2 board. (b) Robotic Orchestrator for Robotic relay racing.

(a)  
(b)  
Figure 4: Robotic nodes for Robotic relay racing. (a) Robotic node 1a and 1b. (b) Robotic node 2a and 2b.

IV. EXPERIMENTAL RESULTS

The experiments are performed for all three approaches according to the predefined points. Results are explained by three graphs. The graph in Figure 5(a) shows the task execution time for all three approaches. The centralized approach takes 90 second to complete the given task, distributed approach takes 55 second and orchestrator approach takes 56 second to complete the given task. The graph in Figure 5(b) shows number of message passing in network between RN and master for completing the task. The centralized approach passes 13 messages, distributed approach passes 8 messages and orchestrator approach passes 9 messages to complete the given task. Figure 5(c) shows number of communication channel required for completing the task according to predefined statement made.

V. CONCLUSION

Experimental results show that the centralised approach has advantage of communication bandwidth but takes more time to execute the given task. This is because of number of messages passed in network is large. The decentralised approach executes the given task fast due to lesser accesses to communication channels. This reduces the communication overhead. The Orchestration approach lies between these two approaches. Orchestration reduces the number of messages passing on network robotic system and also reduces the task execution time.

The centralised approach has strong dependency on master. If master fails due to some reason the robotic system network is unable to complete the task. While in orchestration approach, each RN knows its task, so replacing an Orchestrator is not a tedious job. The orchestration approach in robotic is good for military control operation, disaster management and other areas. These applications need a monitoring authority for completing task. The task can be modified during the execution, whereas, modification is not possible in decentralised approach.
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1. INTRODUCTION

The solution to the dimensionality reducing problem has been of prior importance and worked in a variety of fields like statistics, pattern recognition, discovery through knowledge and machine learning. two major techniques done for reducing the input dimensionality are:

- feature extraction
- feature selection.

The concept behind feature extraction is that the lower dimensionality is used when a primitive feature space is mapped onto a new space. Principle component analysis, partial least squares are the two important approach for the process of feature extraction. The various applications of feature extraction is applied in variety of fields that include literature, where image processing, visualization and signal processing play an important role.
Unlike the feature extraction process, feature selection (FS) involves the selection methods of t-statistic, f-statistic, correlation, reparability correlation measure, or information gain which chooses the most appropriate and informative features from the original one using the methods above. The low accuracy and slow learning difficulties occur because of redundancy and irrelevancy in the dataset. Finding the subset of features that are informative enough is NP complete. Heuristic algorithm is administered to invoke a search process through feature space. The complexity of learning an algorithm and defining its accuracy are some issues used for evaluating the selected subset.

The rough set (RS) [12, 13, 14] is a helping tool that reduces the problem of input dimensionality and finds a better solution for correcting the vague and uncertain datasets. The reduction of attributes is based on data dependencies. The RS theory partitions a dataset into some equivalent (indiscernibility) classes, and approximates uncertain and vague concepts based on the partitions. A function of approximation is used to calculate the measure of dependency. The measure of dependency is regarded as a heuristic in order to guide the process of FS. Proper approximations of concepts are very essential to obtain a significant measure which makes the initial partitions to be vital in this matter. For a given number of discrete dataset, finding the indiscernibility classes is feasible, but in the case of real-valued attributes, one can't be sure if the two objects mentioned are the same; or by what relation they are same using the above mentioned indiscernibility relation. A team of research persons extended this RS theory by the usage of tolerant or similarity relation (termed tolerance-based rough set).

The similarity measure between two objects is delineated by a distance function of all attributes; when the similarity measure is exceeding a similarity threshold value, the objects are said to be similar. The important and challenging job is to find the best threshold boundary.

2. RELATED WORKS

A. ROUGH-SET BASED INCREMENTAL APPROACH:

In this approach [1], the approximations of a concept by a variable precision rough set model (VPRS) usually vary under a dynamic information system environment. It is thus effective to carry out incremental updating approximations by utilizing previous data structures. This paper focuses on a new incremental method for updating approximations of VPRS while objects in the information system dynamically alter. It discusses properties of information granulation and approximations under the dynamic environment while objects in the universe evolve over time. The variation of an attributes domain is also considered to perform incremental updating for approximations under VPRS. Finally, an extensive experimental evaluation validates the efficiency of the proposed method for dynamic maintenance of VPRS approximations.

B. Novel Dynamic Incremental Rules Extraction Algorithm Based on Rough Set Theory:

In this paper, a novel incremental rules extraction algorithm which is called "RDBRST" (Rule Derivation Based on Rough Set And Search Tree) is proposed. It is one kind of width first heuristic search algorithms. The incremental rules are extracted and the existing rule set is updated based on this algorithm [2]. Incremental Induction of Decision Rules from Dominance-Based Rough Approximations. It is extended to handle preference-ordered domains of attributes (called criteria) within Variable Consistency Dominance-based Rough Set Approach. It deals, moreover, with the problem of missing values in the data set. The algorithm has been designed for medical applications which require: (i) a careful selection of the set of decision rules representing medical experience and (ii) an easy update of these decision rules because of data set evolving in time, and (iii) not only a high predictive capacity of the set of decision rules but also a thorough explanation of a proposed decision. To satisfy all these requirements, we propose an incremental algorithm for induction of a satisfactory set of decision rules and a post-processing technique on the generated set of rules.

C. A DISTANCE MEASURE APPROACH TO EXPLORING THE ROUGH SET BOUNDARY REGION FOR ATTRIBUTE REDUCTION

This paper examines a rough set FS technique which uses the information gathered from both the lower approximation dependency value and a distance metric which considers the number of objects in the boundary region and the distance of those objects from the lower approximation. The use of this measure in rough set feature selection can result in smaller subset sizes than those obtained using the dependency function alone. This demonstrates that there is much valuable information to be extracted from the boundary region [5].

D.INCREMENTAL LEARNING OF DECISION RULES BASED ON ROUGH SET THEORY

In this paper, based on the rough set theory, the concept of \( \partial \)-indiscernibility relation is put forward in order to transform an inconsistent decision table to one that is consistent, called \( \partial \)-decision table, as an initial preprocessing step[4]. Then, the \( \partial \)-decision

matrix is constructed. On the basis of this, by means of a decision function, an algorithm for incremental learning of rules is presented. The algorithm can also incrementally modify some numerical measures of a rule.

3. PROPOSED SYSTEM

The Proposed system idea is to develop a new feature selection mechanism based on Ant Colony Optimization to combat this difficulty. It also presents a new entropy based modification of the original rough set-based approach. These are applied to the problem of finding minimal rough set reducts, and evaluated experimentally.

- Feature selection methods, the Importance Score (IS) which is based on a greedy-like search and a genetic algorithm-based (GA) method, in order to better understand.
- This proposed work is applied in the medical domain to find the minimal reducts and experimentally with the Quick Reduct, Entropy Based Reduct, and other hybrid Rough Set methods such as Genetic Algorithm (GA), Ant Colony Optimization (ACO) and Particle Swarm Optimization (PSO).

**Advantages:**

- Reducing the dimensionality of the attributes reduces the complexity of the problem and allows researchers to focus more clearly on the relevant attributes.
- Simplifying data description may facilitate physicians to make a prompt diagnosis.
- Having fewer features means less data need to be collected, result in time-consuming and costly.

The proposed work can be explained with the help of the system flow diagram in Figure 1 as below,

![System Flow Diagram](image)

**FIGURE 1. SYSTEM FLOW DIAGRAM**

4. FEATURE SELECTION APPROACH

The main objective of FS (feature selection) is to pick out from the problem domain the minimal feature subset, such that it represents the original features with an outstanding accuracy given. FS plays a predominant role in real world issues and problems because of the irrelevant, noisy and misleading features of the data that are plenty in numbers. In case of reducing these irrelevant data’s, the process of learning from the data technique can be beneficial for the users. The work of FS is to search a feature subset that is the most optimal (that varies depending on the problem to be solved) from the given n size of feature set by competing with candidate subset of size n. But this method is not feasible even though an exhaustive methodology is used.

The searching for the datasets are done randomly in order to cease this complexity. But in that case the extent of getting an optimal solution is drastically brought down.

The degree to which a feature subset or may be a feature may be useful is based on two important factors: 1. relevancy 2. redundacy. Relevancy depends on its ability to predict the decision feature(s), if not the datas are said to be irrelevant. Redundant feature must be correlating with other features. So an optimal search to find the best feature subset must be its ability to have a correlation between the decision features but must not be correlating apart from that.

When it comes to subset minimality and subset suitability, a tradeoff occurs with these non-exhaustive techniques and it becomes likely to choose between the two so that one will benefit over the other. Choosing this optimality is a challenging one. Involving situations when the inspection of many features is not possible, it is better to switch on to a subset feature that is much smaller and has a lesser accuracy amount.

For instance, classification rate that is a feature of modeling accuracy should be very high when the user is using selected features, by taking the expense of a non-minimal feature subset.

On the basis of evaluation procedure, there are two important classification in feature selection algorithm. the first one is the filter approach where the FS works independently and which is a separate pre-processor to any learning algorithm. This approach is applied in all the domains as they are very effective in filtering all irrelevant attributes before induction and no any specific induction algorithm is used.

The next is wrapper approach which involves tying up of evaluation procedure to a task of any learning algorithm as in the case of classification. This method employs an accuracy estimation that can search through the spaces of feature subset with the help of an induction algorithm that measures suitability of subsets. Wrapper are the ones that produce good results when compared with the other but faces the difficulties of a break down when large number of features are fed into it and also makes it expensive to run because of the learning algorithm used, that invokes the problem when large datasets are used.

5. ROUGH SET-BASED FEATURE SELECTION APPROACH

Rough set theory (RST) can discover data dependencies. They can curtail the attributes found in the dataset by using only the data and not any additional information, this is a topic in trend that lures many researches to work on it and has been applied in various domains and fields over the past decade. Using RST it is possible to search for the right subset that is often termed as reduct when discretized attribute values are given in a dataset; the rest of the attributes can be taken out from the dataset with minimal loss of information. From the view of dimensionality, the one with the predictive nature of class attribute are often called the informative feature. Finding rough set reducts are put into two approaches: One for to estimate the degree of dependency and the other for discernibility matrix consideration. This section describes the fundamental ideas behind both of these approaches. There are two main approaches to finding rough set reducts: those that consider the degree of dependency and those that are concerned with the discernibility matrix. This section describes the fundamental ideas behind both approaches. To illustrate the operation of these, an example dataset (Table 1) will be used.

Table 1. An example dataset

<table>
<thead>
<tr>
<th>xU</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

A. Rough Set Attribute Reduction

Central to Rough Set Attribute Reduction (RSAR) is the concept of indiscernibility. Let \( I = (U, A) \) be an information system, where \( U \) is a non-empty set of finite objects (the universe) and \( A \) is a non-empty finite set of attributes such that \( a:U \rightarrow \{0,1\} \) for every \( a \in A \). \( a \) is the set of values that attribute \( a \) may take. With any \( P \in I \) there is an associated equivalence relation \( IND(P) \):

B. Information and Decision Systems

An information system can be viewed as a table of data, consisting of objects (rows in the table) and attributes (columns). In medical datasets, for example, patients might be represented as objects and measurements such as blood pressure, form attributes. The attribute value for a particular patient is their specific reading for that measurement. Throughout this paper, the terms attribute, feature and variable are used interchangeably.

An information system may be extended by the inclusion of decision attributes. Such a system is termed a decision system. For example, the medical information system mentioned previously could be extended to include patient classification information, such as whether a patient is ill or healthy. A more abstract example of a decision system can be found in Table 1. Here, the table consists of

four conditional features \((a; b; c; d)\), a decision feature \((e)\) and eight objects. A decision system is consistent if for every set of objects whose attribute values are the same, the corresponding decision attributes are identical.

6. A. ANT COLONY OPTIMIZATION FOR FEATURE SELECTION

Swarm Intelligence (SI) is the property of a system whereby the collective behaviors of simple agents interacting locally with their environment cause coherent functional global patterns to emanate. This provides a basis with which it is possible to explore collective (or distributed) problem solving without centralized control or the provision of a global model. Particle Swarm Optimization is one area of interest in SI, a population-based assumption optimization technique. Here, the system is initialized with a population of random solutions, called particles. Optima are searched for by updating generations, with particles moving through the parameter space towards the current local and global optimum particles. The velocities of all particles are changed depending on the current optima, at each time step.

Ant Colony Optimization (ACO) is another area of interest within SI. In nature, it can be observed that real ants are capable of finding the shortest route between a food source and their nest without the use of visual information and hence possess no global world model, adapting to changes in the environment. The deposition of pheromone is the main factor in enabling real ants to find the shortest routes over a period of time. In this chemical, each ant probabilistically prefers to follow a direction. Over time the pheromone decays, which results in much less pheromone on less popular paths. Provided that over time the shortest route will have the higher rate of ant traversal, this path will be reinforced and the others will be diminished until all ants follow the same, shortest path (the “system” has converged to a single solution). There is a possibility that there are many equally short paths. In this situation, the rates of traversal of ants over various the short paths will be roughly the same, which results in these paths being maintained while the others are ignored. In addition, if there is a sudden change to the environment (e.g. a large obstacle appears on the shortest path), the ACO system responds to this and will eventually converge to a new solution. Based on this idea, artificial ants can be deployed to solve complex optimization problems via the use of artificial pheromone deposition.

ACO is particularly attractive for feature selection as there seems to be no heuristic that can guide search to the optimal minimal subset every time. Additionally, it can be the case that ants discover the best feature combinations as they proceed throughout the search space. This section discusses how ACO may be applied to the difficult problem of finding optimal feature subsets and, in particular, fuzzy-rough set-based reducts.

The ACO-suitable problem is formulated from feature selection task. ACO represents the problem as a graph where the nodes represent features and the edges between them denote the choice of the next feature. The search for the optimal feature subset is an ant traversal through the graph where a minimum number of nodes are visited which satisfies the criteria for stopping the traversal. Illustrates this setup - the ant is currently at node \(a\) and has a choice of which feature to add next to its path (dotted lines). Next feature \(b\) is chosen based on transition rule, followed by \(c\) and \(d\). With the arrival at \(d\), the current subset \(fa; b; c; dg\) is determined to satisfy the traversal stopping criteria (e.g. a suitably high classification accuracy has been achieved with this subset, based on the assumption that the selected features are used to classify certain objects). The ant outputs this feature subset as a candidate for data reduction by terminating its traversal.

C. GENETIC ALGORITHM FOR FEATURE SELECTION

Genetic algorithm (GA) is a search heuristic, used to generate solutions to optimization problems following the techniques inspired by natural evolution, such as inheritance, mutation, selection, and crossover. In the genetic algorithm,

- A population of strings (called chromosomes), which encode candidate solution to an optimization problem is taken.
- A proper fitness function is then constructed, and the fitness of the current population is evaluated.
- Two fittest chromosomes are chosen as the parents and (a) crossing over between them or (b) mutation of a parent is performed to produce new children and a new population.
- Again the fitness function for the new population is estimated.
- The process recurs as long as the fitness function keeps on improving or until the termination condition is attained.

The algorithm of a genetic programming begins with the population which is a set of randomly created individuals. Each individual represents a potential solution which is further represented as a binary tree. Each binary tree is constructed by all the possible compositions of the sets of functions and terminals. A fitness value of each tree is calculated by a suitable fitness function. According to the fitness value, a set of individuals with better fitness will be selected. These individuals are used to generate new population in next generation with genetic operators. Genetic operators generally also include reproduction, crossover, mutation and others that are used to evolve functional expressions.

After the evolution of multiple generations, we can obtain an individual having good fitness value. If the fitness value of such individual still does not satisfy the specified conditions of the solution, the process of evolution will be repeated until the specified conditions are satisfied.

D. PSO FOR FEATURE SELECTION

Particle swarm optimization (PSO) is an evolutionary computation technique the original intent was to graphically simulate the graceful but unpredictable movements of a flock of birds. The original version of PSO was formed from the modified initial simulation. To produce the standard ISO, later she introduced inertia weight into the particle swarm optimizer. A population of random solutions which is also called ‘particles’ was initialized by PSO. In S-dimensional space each particle is treated as a point. The $i$-th particle is represented as $a_i = (a_{i1}, a_{i2}, \ldots, a_{in})$. The best previous position (pbest, the position giving the best fitness) $b_i = (b_{i1}, b_{i2}, \ldots, b_{in})$. The symbol ‘gbest’ is used to represent the index of the best particle among all the particles in the population. $e_i = (e_{i1}, e_{i2}, \ldots, e_{in})$ represents the rate of the position change (velocity) for the particle $i$. The following equation manipulates the particles value) of any particle is recorded and represented

$$a_{id} = a_{id} + e_{id}$$

Where $d = 1, 2, \ldots, S$, $w$ is the inertia weight, it denotes a positive linear function of time changing according to the generation iteration. The balance between global and local exploration is provided by suitable selection of inertia weight and it also results in less iteration on average to find a sufficiently optimal solution. The constants $c1$ and $c2$ in equation are known as acceleration constants which represent the weighting of the stochastic acceleration terms that pull each particle toward pbest and gbest positions. High values result in target regions, abrupt movement toward, or past while low values allow particles from target regions to roam far before being tagged back. The two random function in the range are rand () and Rand (). On each dimension, particle’s velocities are limited to maximum velocity, $V_{\text{max}}$. Maximum velocity determines how large steps through the solution space is allowed to take for each particle. The particles may not explore sufficiently beyond locally good regions if $V_{\text{max}}$ is too small and it could become trapped in the local optima. Where as if $V_{\text{max}}$ is too high particles might fly past good solutions.

The first part of equation provides the “flying particles” with a degree of memory capability allowing the exploration of new search space areas. The second part represents the private thinking of the particle itself called as “cognition”. The third part provides the collaboration among the particles and it is called as “social”. PSO is used to calculate the particle’s new velocity according to its previous velocity and the distances of its current position from its own best experience (position) and the group’s best experience. Then according to the equation the particle flies toward a new position.

### 7. EXPERIMENTAL STUDY

The performance of the reduct calculation approaches discussed in this paper has been tested with different medical datasets obtained from UCI machine learning data repository, [2] to evaluate the performance of proposed algorithm. Weka tool is being used for experimental purpose. Table 2 shows the details of datasets used in this paper.

<table>
<thead>
<tr>
<th>Data Set Name</th>
<th>Total Number of Instances</th>
<th>Total Number of Features</th>
<th>Feature Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cleveland Heart</td>
<td>303</td>
<td>14</td>
<td>7</td>
</tr>
<tr>
<td>Lung Cancer</td>
<td>32</td>
<td>57</td>
<td>5</td>
</tr>
</tbody>
</table>

Sample screen shots:
Performance Analysis:
In order to obtain the optimal data reductions here, in this paper three types of optimization algorithms such as Genetic algorithm, PSO Algorithm, and Ant colony optimization algorithm were used to analyze the performance as follows.

![Performance Analysis Graph]

Conclusion and Future Work
Feature selection is a most valuable preprocessing technique for applications involving huge amount of data. It mainly deals with the problem of selecting minimal attribute set that are most predictive to represent the original attributes in data set. This paper discussed the strengths and weaknesses of various existing feature selection methods. Rough Set Reduct algorithm used as a major preprocessor tool for feature selection. This paper starts with the fundamental concepts of rough set theory and explains basic techniques: Quick Reduct. These methods can produce close to the minimal reduct set. The swarm intelligence methods have been used to guide this method to find the minimal reducts. Here three different computational intelligence based reducts: Genetic algorithm, Ant colony optimization and PSO. Though these methods are performing well, there is no consistency since they are dealing with more random parameters. All these methods are analyzed using medical datasets. Experimental results on different data sets have shown the efficiency of the proposed approach. Comparative performance analysis in which the experimental result shows that feature selection is best for minimal reductions. When compare to other optimization algorithm, PSO algorithm produces higher performance value. As shown in the results, our proposed method exhibits consistent and better performance than the other methods. As an extension of this work the following may be done in future as comparing the results with some other evolutionary algorithm and performing disease prediction.
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Abstract: Relay transmission can enhance coverage and throughput, whereas it can be vulnerable to eavesdropping attacks due to the additional transmission of the source message at the relay. Thus, whether or not one should use relay transmission for secure communication is an interesting and important problem. In this paper, we consider the transmission of a confidential message from a source to a destination in a decentralized wireless network in the presence of randomly distributed eavesdroppers. The source–destination pair can be potentially assisted by randomly distributed relays. For an arbitrary relay, we derive exact expressions of secure connection probability for both colluding and nonpolluting eavesdroppers. We further obtain lower bound expressions on the secure connection probability, which are accurate when the eavesdropper density is small. Using these lower bound expressions, we propose a relay selection strategy to improve the secure connection probability. By analytically comparing the secure connection probability for direct transmission and relay transmission, we address the important problem of whether or not to relay and discuss the condition for relay transmission in terms of the relay density and source–destination distance. These analytical results are accurate in the small eavesdropper density regime.
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INTRODUCTION

The power grid has become a necessity in the modern society. Without a stable and reliable power grid, tens of millions of people’s daily life will be degraded dramatically [1]. For instance, the India blackout in July 2012 affected more than 60 million people (about 9% of the world population) and plunged 20 of Indian 28 states into darkness [2]. Indeed, the traditional power grid, which is surprisingly still grounded on the design more than 100 years ago, can no longer be suitable for today’s society [3]. With the development of information system and communication technology, many countries have been modernizing the aging power system into smart grid, which is featured with two-way transmission, high reliability, real-time demand response, self-healing, and security. Within smart grid, Advanced Metering Infrastructure (AMI) plays a vital role and is associated with people’s daily life most closely [4]. AMI modernizes the electricity metering system by replacing old mechanical meters with smart meters, which provide two-way communications between utility companies and energy customers. With the AMI, people can not only read the meter data remotely, but also do some customized control and implement fine-coarse demand 106 Tsinghua Science and Technology, April 2014, 19(2):
The utility companies can also provide faster diagnosis of outage and dynamical electricity price thanks to the AMI. Hence, AMI has attracted great attention from many stakeholders, including utility companies, energy markets, regulators, etc. AMI technologies are rapidly overtaking the traditional meter reading technologies and millions of smart meters are equipped in the household all over the world. For example, there are already more than 4.7 million smart meters used for billing and other purposes in Ontario, Canada [7]. According to the American Institute for Electric Efficiency (AIE), approximately 36 million smart meters have been installed in the United States by May 2012, and additional 30 million smart meters will be deployed in the next three years [8]. However, rich information exchange and hierarchical semi-open network structure in AMI extend the attack surface for metering to entire public networks and introduce many vulnerabilities for cyber attacks [9, 10]. Among all the attacks to the AMI, energy theft is one of the most pressing problems. Furthermore, AMI call for the development of effective detection techniques.

For the security and quality consideration, a random number generator is used to distribute the information over the video frame. In the proposed method, the people generator is used to distribute the information over the video frame. The perceptual quality of stego image.

In Wu and Tsai’s steganographic method, a grey valued cover image is partitioned into non-overlapping blocks of two consecutive pixels, states pi and pi+1. From each block we can obtain a different value d_1 by subtracting pi from pi+1. All possible different values of d_1 range from -255 to 255, then |d_1| ranges from 0 to 255. Therefore, the pixel p_i and p_i+1 are located within the smooth area when the value |d_1| is smaller and will hide less secret data. Otherwise, it is located on the edged area and embeds more data. From the aspect of human vision it has a larger tolerance than the smooth areas of cover image by LSB method while using the PVD method in the edge areas. As, this proposed method not only store data in the edge areas but also in the smooth areas. The secret data is hidden into the smooth areas of cover image by LSB method while using the PVD method in the edge areas. Therefore, it can hide much larger information and maintains a good visual quality of stego image.

In 2005 M. Carli M.C.Q. Fari, E. Drehe Gelacar, R. Tedesco & A. Neri [22] has proposed a no-reference video quality metric that blindly estimates the quality of a video. They have used Block based Spread Spectrum embedding method to insert a fragile mark into perceptually important areas of the video frames. They used a set of perceptual features to characterize the perceptual importance of a region that are Motion, Contrast and Color. The mark is extracted from the perceptually important areas of the decoded video on receiver side. Then a quality measure of the video is obtained by computing the degradation of the extracted mark. So, in this way quality of a compressed video is estimated by using simple embedding system on perceptually important areas of the video frame.

In 2007 Hsien-Wen Tseung, Feng-Rong Wu, and Chi-Pin Hsieh [23] has proposed a novel method for hiding data in binary images. The binary cover image is partitioned into equal-sized, non-overlapping blocks and the watermark will be embedded into blocks by flipping pixels. For security consideration, the watermark data is firstly permuted into a meaningless bit sequence by using a secret key. The cover image is partitioned into blocks of predefined size n x n and then each block can be embedded one secret bit except the completely black or white blocks. The embedding rule is based on the odd-even information in a block. A Weight mechanism is used to select the most suitable pixel for flipping. Additionally boundary check is performed to improve the visual quality of stego image as well as to prevent boundary distortion. This method achieved a good visual quality for watermarked image and has high capacity of embedding.

In 2008 Beenish Mehboob and Rashid Aziz Faruqui [24] discussed the art and science of Steganography in general and proposed a novel technique to hide data in a colorful image using least significant bit. Least Significant Bit or its variants are used to hide data in digital image. Digital Images are represented in bits. The idea of playing with 0’s and 1’s seems quite simple but a slight change in value may transform an image completely, in other words it distorts image completely. Therefore this technique chops the data in 8 bits after the header and used LSB to hide data. So, they proved LSB method is the most recommended for hiding data than other techniques which require masking and filtering.

M.B. Ould Medeniand & El Mamoun Souidi [25] has proposed a novel stenographic method for gray level images on four pixel differencing and LSB substitution in 2010. The proposed approach works by dividing the cover into blocks of equal sizes and split each pixel into two parts. Then it counts number of one’s in most part and embeds the secret message in the least part according to the corresponding number of bits in most part. As shown in following fig. 2.1

![Figure 2.1: Split Process](image)

Therefore, it embeds the message in the edge of the block depending on the number of ones in left four bits of the pixel. They used K-bit LSB substitution method for hiding the secret data into each pixel where K is decided by the number of one in the most part of pixel. This method gave best values for the PSNR measure which means that there were no big difference between the original and the stego image.

In 2012 Tasniva Mahjabin, Syed Monowar Hossain and Md. Shariful Haque [26] has proposed a data hiding method based on PVD and LSB substitution to improve the capacity of the secret data as well as to make steganalysis a complicated task they made an effort to implement a robust dynamic method of data hiding. An efficient and dynamic embedding algorithm was proposed here that not only hides secret data with an imperceptible visual quality and increased capacity but also make secret code breaking a good annoyance for the attacker. This method achieved an increased embedding capacity and lower image degradation with improved security as compared to LSB substitution method and some other existing methods of data hiding. This system used a dynamic method of image data hiding based on LSB Substitution method and Pixel Value Differencing method. The whole process of selecting eight pixels block for a sixteen pixels region and the embedding method for each eight pixels block is different for different cover images. That is, depending on the quality of the cover image the embedding procedure takes this decision in run time. This feature of this method provides security of the hidden secret data. In order to extract the secret data it is mandatory to know that the cover image is divided into regions of sixteen pixels and also the type of eight pixels block for these regions and type of method for each of these blocks. Moreover, if any one becomes aware of the techniques that have been used to insert data in one image, he cannot use the same technique to other images. For example, depending on the quality of the cover image the embedding technique can select horizontal block for inserting data in the first sixteen pixels region for one image whereas vertical eight pixels block for the other image. Thus the decision for steganalysis becomes difficult and this method becomes a secure one.

Ankit Chaudhary and Jaideep Vasavada [27] has proposed an improved stenography approach for hiding text messages in RGB lossless images in 2012. The security level is increased by randomly distributing the text message over the entire image. The security level is increased by randomly distributing the text message over the entire image instead of clustering within specific image portions. The first step towards the random distribution of the message in image is using indicator values. They used MSB bits of Red, Green and Blue channel as pixel indicator values instead of utilizing an entire channel. The MSBs indicate in what sequence the message is hidden using the LSBs. In addition to this, this scheme is applied after applying compression to the original message; therefore it
would be make it extremely difficult to break, even after suspicion of the message within an image. The scheme works as follows: The MSB remains unchanged when an LSB of a byte is utilized for storing a message. This scheme enables us to fully utilize all the LSBs of every channel of the cover image to store the hidden message and hence improve its capacity. Moreover the varying indicator values introduce a security aspect as it becomes increasingly difficult to decode the message even if its presence is suspected. They increased storage capacity by utilizing all the color channels for storing information and providing the source text message compression. The degradation of the images can be minimized by changing only one least significant bit per color channel for hiding the message, incurring very little change in the original image. So, this method increased the security level and improved the storage capacity while incurring minimal quality degradation.

![Image: Secret data embedded in 4 bits of LSB in 3, 3, 2 order in corresponding RGB pixels of carrier frame](image)

Figure: 2.2 shows secret data embedded in 4 bits of LSB in 3, 3, 2 order in corresponding RGB pixels of carrier frame.

A hash function is used to select the position of insertion in LSB bits. The proposed technique takes eight bits of secret data at a time and conceal them in LSB of RGB (Red, Green and Blue) pixel value of the carrier frames in 3, 3, 2 order respectively. Such that out of eight (08) bits of message six (06) bits are inserted in R and G pixel and remaining two (02) bits are inserted in B pixel. After comparing the proposed technique with LSB technique it is found that the performance analysis of proposed technique is quite encouraging. The advantage of this method is that the size of the message does not matter in video stenography as the message can be embedded in multiple frames.

In 2012 Poonam V Bodhak and Baisa L Gunjal [29] has proposed a method to hide data containing text in computer video file and to retrieve the hidden information. This can be designed by embedding the text file in a video file in such a way that the video does not lose its functionality using DCT & LSB Modification method. LSB is the lowest bit in a series of numbers in binary. The LSB based Steganography is one of the steganographic methods, used to embed the secret data in to the least significant bits of the pixel values in a cover image. DCT coefficients are used for JPEG compression. It separates the image into parts of differing importance. It transforms a signal or image from the spatial domain to the frequency domain. It can separate the image into high, middle and low frequency components. This method applies imperceptible modification. This proposed method strives for high security to an eavesdropper’s inability to detect hidden information.

RigDas and Themrichon Tuithung [30] have proposed novel technique for image stenography based on Huffman Encoding in 2012. Huffman Encoding is performed over the secret image/message before embedding and each bit of Huffman code of secret Image/message is embedded inside the cover image by altering the least significant bit (LSB) of each of the pixel’s intensities of cover image. This paper presents a novel technique for image steganography based on Huffman Encoding. Two 8 bit gray level image of size M X N and P X Q are used as cover image and secret image respectively. As shown in fig: 2.3.

![Image: Huffman Encoding](image)

Figure: 2.3 Insertion of the Secret Image/Message into a Cover Image.

Huffman Encoding is performed over the secret image/message before embedding and each bit of Huffman code of secret image/message is embedded inside the cover image by altering the least significant bit (LSB) of each of the pixel's intensities of cover image. The size of the Huffman encoded bit stream and Huffman Table are also embedded inside the cover image, so that the Stego-image becomes standalone information to the receiver.

In 2013 Ming Li, Michel K. Kulhandjian, Dimitris, A. Pados, Stella N. Batalama, and Michael J. Medley [31] has considered the problem of extracting blindly data embedded over a wide band in a spectrum (transform) domain of a digital medium (image, audio, video). We develop a novel multicarrier/signature iterative generalized least-squares (M-IGLS) core procedure to seek unknown data hidden in hosts via multicarrier spread-spectrum embedding. Neither the original host nor the embedding carriers are assumed available.

**SUMMARY & DISCUSSION**

<table>
<thead>
<tr>
<th>Year</th>
<th>Author</th>
<th>Advantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>2004</td>
<td>Tung-Hsiang Liu, Long-Wen Chang</td>
<td>Large amount of data can be stored in binary images as well as quality of an image is maintained.</td>
</tr>
<tr>
<td>2005</td>
<td>H.-C. Wu, N.-I. Wu, C.-S. Tsai, M.-S. Hwang</td>
<td>Much larger information can be stored in images by using LSB method for storing data in smooth areas of image.</td>
</tr>
<tr>
<td>2005</td>
<td>M. Carli, M.C.Q. Fariasy, E. Drelie Gelascaz, R. Tedesco, A. Neri</td>
<td>Quality of a compressed video is estimated by using simple embedding system.</td>
</tr>
<tr>
<td>2007</td>
<td>Hsien-Wen Tseng, Feng-Rong Wu, Chi-Pin Hsieh</td>
<td>This method achieved a good visual quality for watermarked image and has high capacity of embedding.</td>
</tr>
</tbody>
</table>
2010  M.B. Ould Medeni El Mamoun Souidi  K-bit LSB substitution method used here gave best values for the PSNR measure.

2012  Tasnuva Mahjabin, Syed Monowar Hossain Md.Shariful Haque  PVD & LSB methods used here which achieved an increased embedding capacity and lower image degradation with improved security.

2012  Ankit Chaudhary Jaddep Vasavada  1-bit LSB substitution method used which increased the security level and improved the storage capacity.

2012  Kousik Dasgupta, J.K.Mandal Paramartha Dutta  It allows embedding the large size of data in multiple frames. Therefore size of the message does not matter.

2012  Poonam V Bodhak Baisa L Gunjal  DCT & LSB methods used which provide high security to embedded data.

2012  RigDas ThemrichonTuithung  Huffman Encoding is used for secret message which again improves the security level of hiding data.

2013  Ming Li, Michel K. Kulhandjian, Dimitris, A. Pados, Stella N. Batalama, Michael J. Medley  M-IGLS procedure is used for extracting blindly data embedded over a wide band in a spectrum domain of a digital medium.
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ABSTRACT: This paper proposes an optimal phasor measurement unit (PMU) placement model considering power system controlled islanding so that the power network remains observable under controlled islanding condition as well as normal operation condition. The optimization objectives of proposed model are to minimize the number of installed PMUs and to maximize the measurement redundancy. These two objectives are combined together with a weighting variable so that the optimal solution with minimum PMU number and maximum measurement redundancy would be obtained from the model. At last, IEEE-14 bus standard systems and the Tamil Nadu state power grid (83 bus system) are employed to test the presented model. Results are presented to demonstrate the effectiveness of the proposed method.

Keywords: Controlled islanding, integer linear programming, measurement redundancy, optimal phasor measurement unit (PMU) placement.

I INTRODUCTION

Synchronized phasor measurement unit (PMU) is essentially a digital recorder with synchronized capability. It can be a stand-alone physical unit or a functional unit within another protective device. By measuring the magnitude and phase angles of currents and voltages a single PMU can provide real-time information about power system events in its area, and multiple PMU can enable coordinated system-wide measurements. PMU also can time-stamp, record, and store the phasor measurements of power system events. This capability has made PMU become the foundation of various kinds of wide area protection and control schemes.

A lot of PMU potential applications in power system monitoring, protection, and control have been studied since it was introduced in mid-1980s. Specially, in recent years, PMUs have been and extensively used or proposed to be used in many applications in the area of power system protection and control with the cost reduction of PMUs and improvement of communication technologies in power system [11]. Synchrophasors are precise measurements of the power systems and are obtained from PMUs. PMUs measure voltage, current, and frequency in terms of magnitude and phasor angle at a very high speed (usually 30 measurements per second). Each phasor measurement recorded by PMU devices is time-stamped based on universal standard time, such that phasors measured by different PMUs installed in different locations can be synchronized by aligning time stamps. However, PMU and its associated communication facilities are costly. Furthermore, the voltage phasor of the bus incident to the bus with PMU installed can be computed with branch parameter and branch current phasor measurement [5]. So it is neither economical nor necessary to install PMUs at all system buses. Thus, one of the important issues is to find the optimal number and placement of PMUs. Optimal PMU
placement (OPP) is firstly attempted in [6], formulating as a combinatorial optimization problem of minimizing the PMU number for system observability. In [7], an integer programming formulation of OPP problem is proposed with the presence of conventional measurements. A generalized integer linear programming (ILP) formulation for OPP is presented in [8]. Generally, the existing OPP models concerns about the determination of minimum number and optimal location set of PMUs, ensuring that the entire power system remains as a single observable island [1]. In another word, these models can only handle the cases in which the power system is operated as a single and integrated network. However, some severe faults may lead parts of the network to angle, frequency or voltage instability. In that case, trying to maintain system integrity and operate the system entirely interconnected is very difficult and may cause propagation of local weaknesses to other parts of the system [11].

As a solution, controlled islanding (CI) is employed by system operators, in which the interconnected power system is separated into several planned islands prior to catastrophic events [12], [13]. After system splitting, wide area blackout can be avoided because the local instability is isolated and prevented from further spreading [14]. In order to operate each island with power balancing and stability after controlled islanding, it is essential to provide an OPP scheme which can keep the network observable for the post-islanding condition as well as normal condition.

In this paper, an ILP model of OPP considering controlled islanding (OPP-CI) is proposed. This model is able to determine the minimal number and optimal location set of PMUs in order to provide the full network observability in normal operation as well as in controlled islanding scenario. To distinguish multiple optimal solutions, measurement redundancy is incorporated into the optimization objective. The performance of the proposed new model is assessed using several IEEE-14 bus standard systems and a Tamil Nadu state power grid system.

II INTEGER LINEAR PROGRAMMING

Integer Linear Programming (ILP) is a mathematical optimization method for getting an optimal outcome from a given mathematical objective function, subject to some linear inequality constraints. In this thesis ILP is used for finding the minimum set of PMUs for a given power grid to achieve its complete observability. The objective of the PMU placement problem is that a bus will be reached by at least one PMU. The detailed description of ILP was reported in Refs. Two assumptions are made before applying ILP for PMU placement. First, there is no constraint on the number measuring channels for the PMU, i.e., a PMU can measure the current phasors from any number of branches that are connected to it. Second, there are no problems with the availability of the communication system, i.e., all buses are well equipped with communication facilities for the transfer of data from PMUs.

The Program for objective function and constraints of IEEE-14 Bus test systems are mentioned below.

![Figure 1 IEEE14 bus system](image)
\[ \min F_1 = \sum_{i=1}^{n} C_i u_i \]

subject to constraints

\[ f_i = \sum_{j=1}^{n} a_{i,j} u_j \geq 1 \quad i = 1, 2, \ldots, n \]

where

- \( C_i \) is the cost of installing a PMU at bus \( i \). Without loss of generality, cost of PMU installation at each bus is assumed to be equal to 1 per unit in the present study.
- \( f_i \) refers to the number of times that the \( i \)-th bus is observed through PMU measurements.
- \( a_{i,j} \) is the \( i-j \)-th entry of network connectivity matrix defined as

\[
a_{i,j} = \begin{cases} 
1 & \text{if } i = j \text{ or if } i \text{ and } j \text{ are connected} \\
0 & \text{otherwise.}
\end{cases}
\]

For example, with (3), minimizing the number of PMUs for the IEEE 14-bus system (Fig. 1) can be formulated as follows:

Constraints function:

```matlab
function [c ceq] = fourteencons (x)
    c(1)=-(u(1)+u(2)+u(5))+1;
    c(2)=-(u(1)+u(2)+u(3)+u(4)+u(5))+1;
    c(3)=-(u(2)+u(3)+u(4))+1;
    c(4)=-(u(2)+u(3)+u(4)+u(5)+u(7)+u(9))+1;
    c(5)=-(u(1)+u(2)+u(4)+u(5)+u(6))+1;
    c(6)=-(u(5)+u(6)+u(11)+u(12)+u(13))+1;
    c(7)=-(u(4)+u(7)+u(8)+u(9))+1;
    c(8)=-(u(7)+u(8))+1;
    c(9)=-(u(4)+u(7)+u(9)+u(10)+u(14))+1;
    c(10)=-(u(9)+u(10)+u(11))+1;
    c(11)=-(u(6)+u(10)+u(11))+1;
    c(12)=-(u(6)+u(12)+u(13))+1;
    c(13)=-(u(6)+u(12)+u(13)+u(14))+1;
    c(14)=-(u(9)+u(13)+u(14))+1;
    ceq=[];
```

In this thesis, an ILP model of OPP considering controlled islanding (OPP-CI) is proposed. This model is able to determine the minimal number and optimal location set of PMUs inorder to provide the full network observability in normal operation as well as in controlled islanding scenario.

Compared to (4), the observability constraints of OPP-CI model are modified as follows:

\[ f_i = \sum_{j=1}^{n} a_{i,j}^{CI} u_j \geq 1 \quad i = 1, 2, \ldots, n \]

where \( a_{i,j}^{CI} \) is the binary entry in the connectivity matrix for post-islanding network, which is defined as

\[
a_{i,j}^{CI} = \begin{cases} 
0 & \text{if line } i - j \text{ is opened in } CI \text{ process} \\
a_{i,j} & \text{otherwise.}
\end{cases}
\]

III CONCEPTS OF ISLANDING AND REDUNDANCY MEASUREMENT

Cascading failures are the most significant threats for power system security. Cascading failures together with additional line tripping can lead the system to uncontrolled splitting [11]. Formation of uncontrolled islands with significant power imbalance is the main reason for system blackouts. In order to avoid catastrophic wide area blackouts due to cascading failures, controlled islanding has been considered as an effective defense strategy. The main advantages of controlled islanding of power systems can be listed as follows [11]:

- It can separate weak and vulnerable areas from other stable parts of the system.
- Compared to the whole system, small subsystems are easier to be handled and controlled under dynamic and emergency conditions.

After establishment of planned islands, there exist some factors which may threaten the stability and integrity of each island, such as power imbalance, line overloading, voltage, angle and frequency instabilities, etc. [11]. Therefore, to maintain static and dynamic stability, necessary load shedding and other control actions may be needed in each island, which always require real-time information throughout the island. In addition, real-time measurements in different islands should be collected and analyzed together to determine whether and how the power system can be restored to normal operation. To ensure the effectiveness of all the above actions, it is essential to keep each island totally observable through properly placed PMUs. In other words, the optimal placement of PMUs should be carried out in such a manner that the network remains observable under controlled islanding condition as well as normal operation condition.

![Figure 2 IEEE-14 Bus system under CI condition](image)

For example, with (6), minimizing the number of PMUs for the IEEE 14-bus system (Fig. 2) can be formulated as follows:

\[
\begin{align*}
    f_1 &= u_1 + u_5 \geq 1 \\
    f_2 &= u_2 + u_3 + u_4 \geq 1 \\
    f_3 &= u_2 + u_3 + u_4 \geq 1 \\
    f_4 &= u_2 + u_3 + u_4 + u_7 + u_9 \geq 1 \\
    f_5 &= u_1 + u_5 + u_6 \geq 1 \\
    f_6 &= u_5 + u_6 + u_{11} + u_{12} + u_{13} \geq 1 \\
    f_7 &= u_4 + u_7 + u_8 + u_9 \geq 1 \\
    f_8 &= u_7 + u_8 \geq 1 \\
    f_9 &= u_4 + u_7 + u_9 + u_{10} + u_{14} \geq 1 \\
    f_{10} &= u_9 + u_{10} \geq 1 \\
    f_{11} &= u_6 + u_{11} \geq 1 \\
    f_{12} &= u_6 + u_{12} + u_{13} \geq 1 \\
    f_{13} &= u_6 + u_{12} + u_{13} \geq 1 \\
    f_{14} &= u_9 + u_{14} \geq 1.
\end{align*}
\]

In this thesis, thus, maximizing the measurement redundancy is considered as an additional objective to pick out the most suitable OPP scheme for power systems. Conventionally, measurement redundancy is defined as the ratio of the number of measurements (including direct measurements and indirect measurements) to the number of states [7]. Considering that the most important state variables in state estimation are bus voltage phasors, the measurement redundancy can be redefined as the ratio of the number of voltage measurements to the number of system buses. Moreover, the measurement redundancy under islanding operation scenario as well as normal operation should be considered.

To keep consistency with (3) which is a minimization problem, the objective function of maximizing measurement redundancy is formulated as a minimization problem as well:

\[
\min F_2 = \frac{1}{n} \sum_{i=1}^{n} [\omega_1 (m_i^N - t_i^N) + (1 - \omega_1) (m_i^T - t_i^T)]
\]
where \( n \) is the total number of system buses; constant \( m_i^N \) is the maximum number of times that the \( i^{th} \) bus can be observed in normal operation, which equals to the number of its incident lines plus one; variable \( t_i^N \) represents the number of times that the \( i^{th} \) bus is observed by the solved OPP scheme in normal operation; \( m_i^I \) and \( t_i^I \) refer to the corresponding constant and variable in islanding operation condition, respectively \( \omega_1 \) and \( (1 - \omega_1) \); and are weighting factors assigned to the two components of the objective function. Since there is greater probability for a power system to be operated in normal condition than in islanding condition, in this study \( \omega_1 \) and \( (1 - \omega_1) \) are set at 0.7 and 0.3, respectively.

### IV RESULTS AND DISCUSSION

**TAMIL NADU STATE POWER GRID**

The Tamil Nadu state Indian power grid consists of 83 buses of UHV, EHV and HV which are interconnected by 126 branches. The single line diagram of the power grid is depicted in figure 3 and their bus details are given in Table 1. The ILP described in above has been applied to the grid for finding the optimal locations of the PMUs for the complete observability.

![Figure 3 Single line diagram of TN State Indian Power Grid](image)

**Table 1 Bus details for TN State Indian Power Grid**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Chennai</td>
<td>18</td>
<td>V. Mangalam</td>
<td>35</td>
<td>Mettur TPS</td>
<td>52</td>
<td>Alagarkoil</td>
</tr>
<tr>
<td>2</td>
<td>Gummidipoondi</td>
<td>19</td>
<td>Hosur</td>
<td>36</td>
<td>Bahoor</td>
<td>53</td>
<td>RGPuram</td>
</tr>
<tr>
<td>3</td>
<td>Almathy</td>
<td>20</td>
<td>Kalpakkam</td>
<td>37</td>
<td>Villianur</td>
<td>54</td>
<td>Arasur</td>
</tr>
<tr>
<td>4</td>
<td>Ennore</td>
<td>21</td>
<td>Karimangalam</td>
<td>38</td>
<td>Eachengadu</td>
<td>55</td>
<td>Pykara</td>
</tr>
<tr>
<td>5</td>
<td>Monali</td>
<td>22</td>
<td>Acharapakkam</td>
<td>39</td>
<td>Peranbalur</td>
<td>56</td>
<td>Kundah 3</td>
</tr>
<tr>
<td>6</td>
<td>Tondiarpet</td>
<td>23</td>
<td>Villupuram</td>
<td>40</td>
<td>Unjanai</td>
<td>57</td>
<td>Kundah 2</td>
</tr>
<tr>
<td>7</td>
<td>Mosur</td>
<td>24</td>
<td>TV malai</td>
<td>41</td>
<td>Gobi</td>
<td>58</td>
<td>Kundah 1</td>
</tr>
<tr>
<td>8</td>
<td>Thiruvalam</td>
<td>25</td>
<td>Singarapettai</td>
<td>42</td>
<td>P. Chandai</td>
<td>59</td>
<td>Valthur</td>
</tr>
<tr>
<td>9</td>
<td>Korattur</td>
<td>26</td>
<td>Cuddalore</td>
<td>43</td>
<td>Samaypuram</td>
<td>60</td>
<td>Karaikudi</td>
</tr>
</tbody>
</table>

To establish a planned islands, there exist some factors which may threat the stability and integrity of each island, such as power imbalance, line overloading, voltage, angle and frequency instabilities, etc. Therefore, to maintain static and dynamic stability, necessary load shedding and other control actions may be needed in each island, which always require real-time information throughout the island. In addition, real-time measurements in different islands should be collected and analyzed together to determine whether and how the power system can be restored to normal operation. Hence the generation capacity of all the 83 buses in Tamil Nadu state grid is found as listed in table II

The one line diagram of TN State Power Grid having 83 buses is shown in figure 3. Here the OPP schemes are solved for normal and CI conditions.

**TN STATE POWER GRID - NORMAL OPERATION**

Figure 3 shows the single line diagram of TN State Power Grid. To determine the OPP for normal operation, entire bus is considered as a single island and their observability constraints are determined.

This observability constraints are solved by using ILP in MATLAB and OPP is determined. The results of solved ILP for TN State Power Grid shows that, the system is made completely observable by placing 20 PMUs in buses 5, 7, 10, 12, 19, 22, 27, 30, 32, 34, 40, 45, 48, 54, 58, 60, 63, 67, 73, 75.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Chennai</td>
<td>202</td>
<td>8</td>
<td>V. Mangalam</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td>35</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td></td>
<td>Mettur TPS</td>
<td>1440</td>
</tr>
<tr>
<td>2</td>
<td>Gummidiipoonendi</td>
<td>130</td>
<td>9</td>
<td>Hosur</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td>36</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td></td>
<td>Bahoor</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td></td>
<td></td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td>Mettur TPS</td>
<td>1440</td>
</tr>
<tr>
<td>3</td>
<td>Almathy</td>
<td>22</td>
<td>0</td>
<td>Kalpakam</td>
<td>470</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td>37</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td></td>
<td>Villianur</td>
<td>24.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td></td>
<td></td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td></td>
<td>Arasur</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td></td>
<td></td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td></td>
<td>Theni</td>
<td>19</td>
</tr>
<tr>
<td>4</td>
<td>Ennore</td>
<td>450</td>
<td>2</td>
<td>Karimangalam</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td>38</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td></td>
<td>Echanga</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td></td>
<td></td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td>Pykara</td>
<td>253.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td></td>
<td></td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td></td>
<td>Sipcot</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>Monali</td>
<td>43</td>
<td>2</td>
<td>Acharapakka</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td>39</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td></td>
<td>Peranbalur</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td></td>
<td></td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td></td>
<td>Kundah</td>
<td>180</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td></td>
<td></td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td></td>
<td>Tuticorin</td>
<td>105</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td></td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>6</td>
<td>Tondiarpet</td>
<td>150</td>
<td>2</td>
<td>Villupuram</td>
<td>77.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td></td>
<td></td>
<td>40</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td></td>
<td>Unjanai</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td></td>
<td></td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td></td>
<td>Kundah</td>
<td>175</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td></td>
<td></td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td></td>
<td>Sathur</td>
<td>10</td>
</tr>
</tbody>
</table>

**Table II Bus details for TN State Grid with Generation Capacity**

6.2.2 TN STATE GRID - CONTROLLED ISLANDING (CI) CONDITIONS

In islanding conditions, the whole system is separated into two subsystems based on measurement of generation and distribution capacity of all the buses. The islanding are done by proper load shedding so as to make the generation capacity and distribution around the island remains equal. Thus 4 different cases of islanding are chosen for TN State Power Grid. These different cases leads to multiple solution for OPP scheme. Therefore, maximizing the measurement redundancy is considered to pick out the most suitable OPP scheme for power systems. ILP is solved for all the cases to determine the OPP and measurement redundancy is found to chose the most feasible solution. The different cases of islanding are shown in fig 4, 5, and 6. The results obtained for OPP scheme are shown in table III and the comparison on measurement redundancy of different OPP solutions for TN State Power Grid is listed in table IV.

CASE 1

Figure 4 TN State Power Grid under CI - Case 1

CASE 2

Figure 5 TN State Power Grid under CI - Case 2

CASE 3

Figure 6 TN State Power Grid under CI - Case 3

Table III Results for Solved OPP in Controlled Islanding conditions

<table>
<thead>
<tr>
<th>S.No</th>
<th>Cases</th>
<th>Results For OPP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Case 1</td>
<td>5, 7, 10, 12, 19, 22, 27, 30, 32, 34, 40, 45, 48, 54, 58, 60, 63, 67, 73, 75.</td>
</tr>
<tr>
<td>2</td>
<td>Case 2</td>
<td>1, 6, 12, 16, 19, 23, 30, 33, 34, 42, 43, 45, 48, 55, 56, 60, 62, 63, 67, 73, 75.</td>
</tr>
<tr>
<td>3</td>
<td>Case 3</td>
<td>1, 6, 8, 12, 19, 22, 27, 29, 30, 33, 35, 42, 48, 50, 54, 58, 60, 63, 67, 68, 73, 75.</td>
</tr>
</tbody>
</table>
Therefore, for the TN State Power Grid system, Case 3 is the most suitable solution because it has smaller value of redundancy factor than other ones, as shown in table IV

**V CONCLUSION**

Smart Grid(SG) can deliver reliable electric power to consumers with efficient utilization of power network than that provided by the traditional power system. SG is essential for a developing and highly populated country like India. One of the key requirements for the implementation of SG is the complete observability of the power grid, which can be achieved by using PMUs.

An effective OPP scheme should ensure complete observability of a power network under various operation conditions. To avoid wide-area blackout following cascading failures, power system might be operated in controlled islanding mode. In this thesis, an OPP model considering controlled islanding of power system is proposed. The proposed model guarantees complete observability of power network for normal condition as well as controlled islanding condition. By introducing the measurement redundancy into the optimization objective, our OPP-CI model can find the globally optimal solution with the minimum number of PMUs and maximum measurement redundancy. At last, case studies on IEEE-14 Bus standard test systems and Tamil Nadu State Power Grid (83 Bus System) practical system provide verification of the effectiveness of the presented OPP models.

This investigation can be applied to remaining all the National Power Grid of India so that the OPP schemes under Normal and Controlled Islanding conditions can be determined. Thus wide-area blackout following cascading failures can be avoided.
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**Table IV** Comparison on measurement redundancy of different OPP solutions for IEEE-14 bus system

<table>
<thead>
<tr>
<th>OPP Solutions</th>
<th>Normal Operation</th>
<th>Islanding Operation</th>
<th>Value of F&lt;sub&gt;r&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>2.8313</td>
<td>2.5904</td>
<td>2.7590</td>
</tr>
<tr>
<td>Case 2</td>
<td>2.6506</td>
<td>2.5663</td>
<td>2.6253</td>
</tr>
<tr>
<td>Case 3</td>
<td>2.5060</td>
<td>2.4578</td>
<td>2.4916</td>
</tr>
</tbody>
</table>
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Abstract: Data mining techniques have been widely used in clinical decision support systems for prediction and diagnosis of various diseases with good accuracy. These techniques have been very effective in designing clinical support systems because of their ability to discover hidden patterns and relationships in medical data. The main objective of this paper is to develop and implement a framework which provides considerable classification results for users who have no prior data mining knowledge. We also propose a suitable prediction model to enhance the reliability of medical examinations and treatments for diseases. We analyzed different medical records for certain disease and based on the hypothesis made on the training dataset, applied it on the test dataset and achieved disease with a good accuracy. We focus on minimizing the system dependence on user input while providing the ability of a guided search for a suitable learning algorithm through performance metrics.
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I. INTRODUCTION

As one introduces new dataset to the system, one important step is selecting which classifier will serve with one of the best accuracies for that data. An initial assessment is time consuming since one has to decide which classifier is most suited in the given context. Thus, selecting a suitable classifier for the dataset is a complex task. Even an experienced analyst might find it very difficult to find it out. Moreover, some hidden knowledge could be present in data which adds to the problem. Here, we take up an approach which involves comparing the new problem with a set of problems for which the classifier performances are already known. First, using the meta-features that are extracted from the dataset, the dataset is plot in the space. Next, identification of the dataset which resembles the most to the new dataset is carried out using distance computation Consequently the same classifier and settings that are obtained from the near neighbour are expected to achieve similar performances on the new dataset. Thus making a structure which unites the tools important to investigate new datasets and make predictions using the learning algorithm’s performance would greatly aid the novice user. This outcomes in a critical pace up and an expanded dependability on the choice of the learning algorithm. The tool we discuss is proposed in [1] and the datasets used are all .arff format and provided by the Weka Framework. We have added a functionality of prediction; where the user uploads the test and train datasets and the prediction is done on the class attribute. The rest of the paper is organized as follows: The literature survey is discussed in section II, details regarding the proposed model is given in section III, the results obtained are given in section IV, conclusions and future scope is provided in section V, followed by the references at the end.
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II. LITERATURE SURVEY

Aha [2] proposes a system that constructs rules which describe how the performance of classification algorithms is determined by the characteristics of the dataset. Rendell et al. [3] describe a system VBMS, which predicts the algorithms that perform better for a given classification problem using the problem characteristics (number of examples and number of attributes). The main limitation of VBMS is that the training process runs every time a new classification task is presented to it, which makes it slow. The approach applied in the Consultant expert system relies heavily on a close interaction with the user. Consultant poses questions to the user and tries to determine the nature of the problem from the answers. It does not use any knowledge about the actual data. Schaffer [4] proposes a brute force method for selecting the appropriate learner: execute all available learners for the problem at hand and estimate their accuracy using cross validation. The system selects the learner that achieves the highest score. This method has a high demand of computational resources. Statlog [5] extracts several characteristics from datasets and uses them together with the performance of inducers (estimated as the predictive accuracy) on the datasets to create a meta-learning problem. It then employs machine learning techniques to derive rules that map dataset characteristics to inducer performance. The limitations of the system include the fact that it considers a limited number of data sets. Moreover, it incorporates a small set of data characteristics and uses accuracy as the sole performance measure. The use of our framework is inspired by the work done in [1] which discusses the benefits of meta-data and feature selection for mining purposes. We have used the framework as the basis of our proposed model and also added the feature to predict the diagnosis.

III. PROPOSED MODEL

In this section, we present the formal working of our framework shown in fig 1. The essential characteristic of the proposed model is to recommend a precise learning algorithm for a dataset submitted to the framework. The framework should achieve results with just the knowledge of the neighbour’s best classifiers. The first step is to store the meta-data of the dataset. These include the total number of attributes of a dataset, the number of nominal attributes, the number of Boolean attributes and the number of continuous (numeric) attributes, the maximum number of distinct values for nominal attributes, the minimum number of distinct values for nominal attributes, the mean of distinct values for nominal attributes, the standard deviation of distinct values for nominal attributes and the mean entropy of discrete variables. Similarly for continuous attributes, it includes the mean skewness of continuous variables, which measures the asymmetry of the probability distribution, and the mean kurtosis of continuous variables representing the peak of the probability distribution. Finally, the dimensionality of the dataset is stored; It contains the overall size, represented by the number of instances, and imbalance rate information. The next step includes computing distance between the analyzed dataset and the datasets stored in the framework. The distance is computed by using the dataset metafeatures (all numeric values) as coordinates of the dataset. By representing a dataset as a point in a vector space, the distance can be evaluated using any metric defined on a vector space. The first distance computation strategy considered is the normalized Euclidean distance(E). The Euclidean distance is the ordinary distance between two points in space, as given by the Pythagorean formula. The next step is the neighbour selection step, after the distance computation phase, a list of distances is obtained, we select the Top 3 (i.e the three least distances) and we analyse the classifiers which yielded the best result on them and store the classifiers name. In the next step, we use the classifiers obtained from the last phase and use it on the analyzed dataset; we compute the average accuracy and output it to the user. Finally, we have added prediction functionality where the user uploads the test and train dataset and we predict the disease with considerable accuracy. The classifier used for prediction is J48 (studies show that J48 is more reliable than other classifiers).

Fig. 2. Neighbours of heart-c.arff

TABLE I. ACCURACIES IN PERCENTAGE

<table>
<thead>
<tr>
<th>Dataset</th>
<th>J48</th>
<th>NaiveBayes</th>
<th>BayesNet</th>
<th>SMO</th>
<th>Neighbour approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>heart-c.arff</td>
<td>77.55</td>
<td>83.49</td>
<td>83.49</td>
<td>84.15</td>
<td>81.73</td>
</tr>
<tr>
<td>heart-h.arff</td>
<td>80.95</td>
<td>83.67</td>
<td>85.03</td>
<td>82.65</td>
<td>82.08</td>
</tr>
<tr>
<td>diabetes.arff</td>
<td>73.82</td>
<td>76.3</td>
<td>74.34</td>
<td>77.34</td>
<td>75.17</td>
</tr>
<tr>
<td>contact-lenses.arff</td>
<td>83.33</td>
<td>70.83</td>
<td>70.83</td>
<td>70.83</td>
<td>75.0</td>
</tr>
</tbody>
</table>

IV. RESULTS

The system offers a web application which first authenticates a user; if not a valid member, a registration process is provided. Once the user is authenticated, he/she can upload a test dataset. Now, firstly the meta-features are extracted and listing of the data set features and the minimum and maximum values for each of these features is done. Next, the neighbours for the uploaded dataset is computed (i.e the top three neighbours). In the next step, the classifiers which yielded the best result on the respective neighbours is applied on the analyzed dataset and an average accuracy is computed. As mentioned earlier, the datasets used in our framework are all of .arff format and can be found at [6] and all the datasets mentioned at [6] are used as potential neighbours in our framework.

The Fig 1. shows neighbours results for the dataset heartc.arff; the top three neighbour result lists out heart-h.arff.; Now, in Table I, we have listed out the name of some of the datasets and correspondingly the accuracy (in %) obtained by the classifiers namely J48, NaiveBayes, BayesNet and SMO and the neighbour classification as the last column; In the Fig 2., we have plotted the classifier accuracy (in %) for all the datasets listed in the table. Note, our neighbour approach outperforms some of the classifiers in every dataset.

In Table II, we have computed the average classifier accuracy of every classifier over the course of all the four datasets and we find out that our neighbour approach outperforms the popular Bayesian Network Model (i.e BayesNet classifier) and performs almost as efficiently as all the other classifiers. Now, for the prediction functionality, the user has to upload train and test datasets (see Fig 3.) and the dataset uploaded is for Prostrate Tumor and a classifier (J48) is applied on the training dataset. This step builds the decision boundary or the hypothesis model which is then applied on the test dataset (on the class attribute) for prediction. The accuracy of prediction depends mainly on the accuracy of classification on the training dataset.

The next step comprises the display of result of the classification along with the detailed summary and the confusion matrix is presented to the user as output (shown in Fig 4.) which lists out that out of 34 samples, 9 are normal and 25 are malignant which is correct.

sification along with the detailed summary and the confusion matrix is presented to the user as output (shown in Fig 4.) which lists out that out of 34 samples, 9 are normal and 25 are malignant which is correct.

V. CONCLUSIONS AND FUTURE SCOPE

The successful application of data mining in highly visible fields like e-business, stock marketing and retail has led to its application in other industries and sectors. Among these sectors just discovering is healthcare and disease prediction. In our work, we have used a framework for classification which is done by using the classifiers which yielded the best results on the neighbours of our test dataset. Moreover the prediction of disease functionality has also been added which makes this model highly beneficial as the complex task of predicting a disease based on patterns on similar data has been done with sufficient accuracy and diligence.

The user is presented with the option of doing classification using the classifiers or using the neighbour approach. In our work, we found that most of the test dataset yielded a better result with the neighbour approach than the accuracy achieved by the worst classifier; thus the user can achieve healthy classification result even if he is devoid of any prior data mining knowledge.

However there is scope for further improvement; selecting the neighbours is a complex and tricky task and the number of neighbours to be found out for every test dataset is an open problem (we have taken 3 closest neighbours), the number of classifiers used could be incremented to achieve even greater accuracy.

In the prediction technique, there is a lack of extensive train and test datasets of most of the diseases as the task of accumulating the data and narrowing the number of attributes (i.e. feature selection) to a limited number of attributes which affect the class attribute is a very complex task. However, the availability of the real dataset would greatly help us to learn more about disease diagnosis and prediction. Medical diagnosis is regarded as an important yet complicated task that needs to be executed accurately and efficiently. The automation of this system would be extremely advantageous. There is a shortage of resource persons and manpower at almost every hospital, therefore an automatic medical diagnosis system would probably be exceedingly beneficial by getting positive results even from novice or inexperienced users.
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Abstract: This paper presents the application of different numerical techniques to model one of the FACTS controlled device TCR (Thyristor controlled reactor) for power enhancement in transmission lines with the help of power electronics concepts. The results are verified with Saber RD student edition for circuit simulation.
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I. INTRODUCTION

By definition, capacitors generate and reactors (inductors) absorb reactive power when connected to an ac power source. They have been used with mechanical switches for (coarsely) controlled var generation and absorption since the early days of ac power transmission. Continuously variable var generation or absorption for dynamic system compensation was originally provided by over- or under excited rotating synchronous machines and later, by saturating reactors in conjunction with fixed capacitors [2]. Since the early 1970s high power, line-commutated thyristors in conjunction with capacitors and reactors have been employed in various circuit configurations to produce variable reactive output. These in effect provide a variable shunt impedance by synchronously switching shunt capacitors and/or reactors "in" and "out" of the network. Using appropriate switch control, the var output can be controlled continuously from maximum capacitive to maximum inductive output at a given bus voltage. More recently gate turn-off thyristors and other power semiconductors with internal turn-off capability have been used in switching converter circuits to generate and absorb reactive power without the use of the ac capacitors or reactors. These perform as ideal synchronous compensators (condensers), in which the magnitude of the internally generated ac voltage is varied to control the var output. All of the different semiconductor power circuits, with their internal control enabling them to produce var output proportional to an input reference, are collectively termed by the joint IEEE and CIGRE definition, static var generators (SVC). Thus, a static var compensator (SVC) is, by the IEEE CIGRE co-definition, a static var generator whose output is varied so as to maintain or control specific parameters (e.g., voltage, frequency) of the electric power system. A TCR is one of the most important building blocks of thyristor-based SVCs. Although it can be used alone, it is most often employed in conjunction with fixed or thyristor-switched capacitors to provide rapid, continuous control of reactive power over the entire selected lagging-to-leading range [2].
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II. OBJECTIVES

Objectives of this paper are:
- To motivate the study of numerical methods through discussion of engineering applications.
- To determine the performance of impedance type var generator-the thyristor controlled reactor by applying different numerical methods.
- To verify the program results using saber simulation tool
- To compare the simulations results with GNU plots obtained from code blocks using C as coding language
- To verify the decrease in sinusoidal property of TCR current and increase in transmittable power in transmission line.

III. NUMERICAL METHODS

Calculus is a branch of mathematics involving or leading to calculations dealing with continuously varying functions
Calculus is a subject that falls into two parts:
- Differential calculus (or differentiation)
- Integral calculus (or integration)

The equations which are composed of an unknown function and its derivative are called differential equations. When the function involves one independent variable, the equation is called as ordinary differential equation. Differential equations are classified based on their order. If the highest derivative is a first derivative, then it is a first—order equation. A second order equation would include a second derivative.

A. Different methods to solve differential equation

In this section, a brief review of various numerical techniques commonly employed in the stability study is presented. To solve a differential equation, the numerical techniques employed are [1]
1. Forward Euler’s Method
2. Backward Euler’s Method
3. R-K 4th Order Method

Given a differential equation,
\[ \frac{dy}{dx} = f(x, t) \]  

1. Forward Euler method:

The algorithm is given by:
\[ X_{n+1} = X_n + f(X_n, t_n)h \]  

Where ‘h’ is the step size.

For an RL series circuit with \( v(t) \) as the source voltage,
\[ \frac{dy}{dx} = \frac{di_L}{dt} = \frac{(v-i_LR)}{L} \]  

For the \( n \)th interval

\[ i_t = i_t(n) + Kh \]  

Where \( K = \frac{v_n}{L} - \frac{Ri_L(n)}{L} \)

2. Backward Euler Method:

The algorithm is given by:
\[ X_{n+1} = X_n + \left(X_{n+1}, t_{n+1}\right)h \]  

For an RL series circuit with \( v(t) \) as the source voltage,
\[ \frac{dy}{dx} = \frac{di_L}{dt} = \frac{(v-i_LR)}{L} \]  

For the \( n \)th interval,

\[ \dot{i}_L(n+1) = \frac{i_L(n)L+v_h}{L+Rh} \]  

(3.2.3)

3. Runge–Kutta(R-K) 4th order approximation Method

The value of \( x \) at the end of the interval is given as:
\[ X_{n+1} = X_n + \frac{(k_1+2k_2+2k_3+k_4)}{6} \]  

Where,

\[ k_1 = f(x, t_1)\Delta t \]
\[ k_2 = f((x + 0.5k_1), (t_1 + 0.5\Delta t))\Delta t \]
\[ k_3 = f((x + 0.5k_2), (t_1 + 0.5\Delta t))\Delta t \]
\[ k_4 = f((x_n + hk_3), (t_n + h)) \]

It is to be noted that R-K method employs slope of the curve at predetermined points within the interval to calculate the value of \( x \) at the end of the interval.

I. MODELING OF TCR

With increased power transfer, transient and dynamic stability is of increasing importance for secure operation of power systems. A power electronic based system and other static equipment that provides control of one or more transmission parameters are called FACTS controllers.

A basic single-phase TCR comprises an anti-parallel-connected pair of thyristor valves, \( T_1 \) and \( T_2 \), in series with a linear air-core reactor, as illustrated in Fig.1. The anti-parallel-connected thyristor pair acts like a bidirectional switch, with thyristor valve \( T_1 \) conducting in positive half-cycles and thyristor valve \( T_2 \) conducting in negative half-cycles of the supply voltage. The firing angle of the thyristors is measured from the zero crossing of the voltage appearing across its terminals.

For modeling and analysis of TCR, the most practical available method is time domain simulation in which the nonlinear differential equations are solved using numerical method considering the time step. The main aim of these devices is to decrease the line reactance so that the power transmitted to the load is increased.

\[ \frac{dV_{TCR}}{dt} = \frac{V_i - iR}{L} \]  

(9)

With \( v(t) = \sin(\omega t) \) as sine function, \( R=3\Omega, L=0.01H \) and with firing angles, \( 90^\circ, 110^\circ, 150^\circ \) Euler’s forward method is applied to the above differential equation and the results obtained are analyzed.

The basic equation of power transmission is given by:

\[ P = \frac{V_1V_2}{X}\sin\delta \]  

(10)

Where, \( V_1 \) and \( V_2 \) are voltages at both ends, \( \delta \) is the angle between \( V_1 \) and \( V_2 \), \( X \) is the total line reactance.

The controllable range of the TCR firing angle, \( \alpha \), extends from \( 90^\circ \) to \( 180^\circ \). A firing angle of \( 90^\circ \) results in full thyristor conduction with a continuous sinusoidal current flow in the TCR. As firing angle is increased above \( 90^\circ \), non-sinusoidal current flows and magnitude of fundamental frequency of current reduces. This is equivalent to increase in the inductance value which in turn decreases the line reactance thereby reducing its capacity to draw reactive power and hence enhance the transmittable power.
I. RESULTS

As the firing angle is varied from 90° to close to 180°, the current flows in the form of discontinuous pulses symmetrically located in the positive and negative half-cycles. The results are displayed in fig. 2, 4 and 6 below for different firing angles. The results are verified with Saber RD student edition for circuit simulation shown in fig. 3, 5 and 7 below for different firing angles.

![Fig. 2 GNU plots of voltage and current for α=90° in a TCR](image1)

![Fig. 3 Voltage and current for α=90° in a TCR](image2)

![Fig. 4 GNU plots of voltage and current for α=110° in a TCR](image3)
Fig. 5 Voltage and current for $\alpha=110^\circ$ in a TCR

Fig. 6 GNU plots of voltage and current for $\alpha=150^\circ$ in a TCR

Fig. 7 Voltage and current for $\alpha=150^\circ$ in a TCR
IV. CONCLUSION

- It is evident that the current in the reactor can be varied continuously by the method of delay angle control from maximum $\alpha = \frac{\pi}{2}$ (to minimum $\alpha = \pi$)
- Increasing the value of firing above $\frac{\pi}{2}$ causes the TCR current waveform to become non-sinusoidal, with its fundamental frequency component reducing in magnitude. This, in turn, is equivalent to an increase in the reactor, reducing its ability to draw reactive power from the network at the point of connection.
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Titanium Alloy Subjected to Tensile testing under Ambient and Cryogenic Conditions using Acoustic Emission Techniques
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Abstract: Titanium (Ti) alloys are strategic aerospace materials used in relatively severe working environment. Owing to the excellent properties such as high rigidity to weight ratio, elevated temperature strength, corrosion resistance and toughness in ambient as well as cryogenic environment, Titanium alloys find high technology applications in aerospace industries. As the Ti alloy finds application in aircraft engines, compressor blades and gas turbines, it is necessary to characterize the performance of this material under stress conditions. Acoustic Emission (AE) is a high sensitivity technique for detecting active microscopic events in a material under stress. The processes that are capable of changing the internal structure of a material such as dislocation motion, directional diffusion, creep, grain boundary sliding and twinning which are usually associated in plastic deformation and fracture are the sources of Acoustic Emission. Thus, using AE signals, it is possible to evaluate the performance of material under stress. The data acquired can be used to predict the performance of products made of Ti alloy. With this view, the acoustic emission response of Ti alloy subjected to tensile testing under ambient and cryogenic conditions have been studied.
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I. INTRODUCTION

Performance of a product is largely dependent on design, manufacturing and maintenance. Material characteristics influence significantly on the three aspects. Any material under stress will respond according to the nature of stress and environment. Material response is to be carefully monitored, especially in the case of critical parts such as part in aerospace and related applications. The response of the material can be assessed in terms of observable / visible feature such elongation, contraction or other deformation related visible feature. These are macroscopic effects. However, if the response of the material is to be evaluated even in microscopic level, then suitable indicators have to be monitored. Acoustic Emission is a relative indicator for identifying the status of material under stress. Acoustic Emission (AE) as the transient elastic wave generated by the rapid release of energy from a localized source or sources within material when subjected to a state of stress. This energy release is associated with the abrupt redistribution of internal stresses and as a result of this, a stress wave is propagated through the material. The definition of AE given above Indicates that processes that are capable of changing the internal structure of a material such as dislocation motion, directional diffusion, creep, grain boundary sliding and twinning, which result in plastic deformation, phase transformations, vacancy coalescence and decohesion of inclusions and fracture are sources of acoustic emission; of processes said above, only plastic deformation and fracture are of
significance in metal cutting. Out of the four plastic deformation process mentioned, generally, dislocation motion is the dominant mechanism in crystalline materials which are widely used in practice [3]. AE study is used as a condition monitoring process by different researchers [13] and [14]. Studies the acoustic behavior of screws under tensile load. The significance of the results for the in-process monitoring of screws is explained in this work. AE technique for the integrity evaluation of aerospace pressure chambers made of M250 Maraging steels is carried out by [4]. Due to the excellent properties to titanium alloy, such as good ductility, high temperature strength, corrosion resistance and lower density, this alloy finds under high technology application aerospace, chemical and petrochemical industries, it is necessary to acquire a thorough knowledge on the behavior of the material. The acoustic response of titanium alloy subjected to a tensile testing reveals the behavior of the material during fracture. Only limited literature is available in this area. The AE response of the material can indicate microstructure – property relationships, [7] Studies the AE produced during tensile straining and fracture to have a better understanding of the titanium aluminate alloy behavior. [12] Investigated the effects of matrix microstructure and interfacial properties on the fatigue and fracture behavior of a metastable titanium matrix composite. The damage behavior of the titanium matrix composite, during monotonic and cycle loading were studied through AE. [1] Conducted AE studies to locate and to observe the damage of the titanium matrix composite. The results were supported by SEM analysis carried out on the fractured surfaces. The relationship between microstructure and AE of Ti-641 – 4v has been studied by [11]. Different microstructures of Ti-641-4v alloy have been obtained through different grain sizes and different heat treatment procedures. The AE response of these different microstructures subjected to mechanical deformation rest has been studied. A detailed study on the micro fracture mechanism in fracture toughness test of Ti-8A1-1Mo-1v alloy was examined by AE wave analysis by [5]. The widespread use of cryogenic fluids for several industrial applications such as frozen food, metal industry, space application, superconductors and biomedical applications has to be studied. Suitable materials have to be selected, in such a way that selected material should have toughness, ductility and weld ability at this low temperature. Titanium by its inherent properties meets the requirements of cryogenic technology. As the titanium alloy finds application in aerospace and cryogenic in industries, the behavior of this material under both the working conditions has to be investigated.

2.0 ACOUSTIC EMISSION TECHNIQUE

2.1 Principle

The Acoustic Emission Technique (AET) is relatively recent entry in the field of non-destructive evaluation which has particularly shown a very high potential for material characterization and damage assessment in conventional as well as non-conventional material.

2.2 Definition

Acoustic emission (AE) is the class of phenomenon where transient elastic waves are generated by the rapid release of energy from localized sources within a material, or the transient elastic waves so generated. In other words, AE refers to the stress waves generated by dynamic processes in materials. Emission occurs as a release of a series of short impulsive energy packets. The energy thus released travels as a spherical wave front and can be picked from the surface of a material using highly sensitive transducers, (usually electro mechanical type). The picked energy is converted into electrical signal which on suitable processing and analysis can reveal valuable information about the source causing the energy release. The flow chart of typical AE system is shown in Figure 1.

![Figure 1: Flow Chart of Acoustic Emission System](image)
The load applied on the material results in the transient energy release from the source. It obviously travels as a spherical wave front. As these pressure wave propagate through the material it undergoes distortion and attenuation. The volume and characteristics of AE generated are dependent on the nature. Type and characteristics of the source: the main characteristics being its initial severity, present state, local metallurgical structure and the environment. These are converted in to electrical signals by mounting Piezo electric transducer in suitable locations on the material by pasting them with complaints. As the stress waves pass through the compliant and transducers they further undergo distortions depending upon their transfer function characteristics. In order to increase strength of the signals, a preamplifier with filter leads the AE signals to the signal processor where ambient noise and unwanted frequency comportment of the signal are eliminated. This also helps to increase the signal to noise ratio. It further leads to data acquisition unit for analysis.

2.3 Sources Of Acoustic Emission

Sources of AE include many different mechanisms of deformation and fracture. Sources that have been identified in metals include moving dislocation, slip, twinning, grain boundary sliding, crack initiation, crack growth etc. Other mechanisms like leaks, cavitations, friction, growth of magnetic domain wells, phase transformations also fall within definition and are detectable by Acoustic emission equipment. These sources are termed as secondary or pseudo sources. Acoustic emission signals are transient in nature (burst emission). The transducer output can be modeled crudely as a decaying sinusoid. This model is applicable only for signal which can be identified as individual bursts with discernible time gap between two successive events. If the burst rate is very high, events may occur very close to one another and sometimes even overlapping, in which case it termed as ‘continuous emission’. Thus we can broadly divide AE signals into burst type and continuous type. The characteristics of these are compared in Table 1.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Burst Type</th>
<th>Continuous Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ringtown Counts</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Rise Time</td>
<td>Reduced rise</td>
<td>More rise</td>
</tr>
<tr>
<td>Event duration</td>
<td>Shorter</td>
<td>Longer</td>
</tr>
<tr>
<td>Frequency</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Event Rate</td>
<td>Low</td>
<td>High</td>
</tr>
</tbody>
</table>

3.0 TITANIUM ALLOY

Titanium is a low density metallic element that is abundant in the earth’s crust. Metallic titanium became available in the early 20th Century. Titanium is relatively expensive compared with other common metals (iron, copper, aluminum, Magnesium) but frequently, by virtue of its attractive properties, may be more cost effective than these other metals. Ti alloys can be cast, rolled, forged and otherwise produced in a variety of mill product forms or special shapes. The initial use of Ti alloy is aircraft engines, compressor blades (Pratt & Whitney Aircraft J − 57, Rolls – Royce Avon) and then as disks, (Pratt & Whitney Aircraft JT – 3D). In fact, the existence of Ti alloys made possible the fan – type gas turbine engines now in use. Ti and Ti alloys are noted primarily for outstanding strength – to – weight ratios, elevated temperature properties and corrosion resistance. They also possess high rigidity – to – weight ratios, good fatigue strength and toughness and, in some cases, excellent cryogenic properties. Because of these characteristics and improved fabrication technology, Titanium and its alloys are now important materials for aircraft and processing equipment.

Ti and Ti alloys are classified into three major categories according to the predominant phases present in the microstructure. These are

- Alpha Alloys
- Alpha + Beta Alloys
- Beta Alloys

4.0 EXPERIMENTAL SET UP

Acoustic Emission (AE) is the stress waves produced by sudden movements in stressed materials, the classic source of AE are defect related deformation. Elastic waves are generated due to the local changes in source region. These waves propagate as mechanical disturbances through the structure causing a time varying surface displacements/in this experiment using Titanium Alloy under tensile load in Universal Testing Machine (UTM) has been carried out for the AE Study. The tensile specimens used have been machined out from Titanium Alloy (Ti-641-4V) Plates, which were in received condition, are subjected to annealing before the machining process. The axis of the specimen has been kept coinciding with the rolling direction of the plate. Care has been exercised to ensure that the radius of curvature at the gauge and has been as smooth as possible. The major interest in this class of specimens is to study AE signature at the pre – yielding onset of yielding. As such no strict quality control
measures have been affected to control the width or thickness of the specimen within close tolerance at the gauge length portion. The tensile specimen is subjected to the required loading / load cycle on Servo controlled SCHENCK TREBEL RM 250 Universal Testing Machine, 250 KN Capacity with the provision for fatigue cycling as well as displacement controlled loading machine cells for necessary screening if the genuine emission events from the specimens under test are to be acquired.

![Schematic diagram of the experimental setup](image)

Figure 2: Schematic diagram of the experimental setup

Tensile test specimen of 1.5 mm thickness and 18 mm width, made of 6% Aluminum and 4% Vanadium, 9% of Titanium alloy is tested with tensile loading in an universal testing machine of 250 KN capacity. It is seen that as the load increases there is a steady improvement in activity; around certain critical/threshold load, the test material becomes active, associated with deformation and dislocation movements, the material exhibiting permanent set. This is associated with emission of continuous AE signal. As the load applied increases, the material tries to attain the threshold/permmissible stress beyond which degradation/failure sets-in. Hence, as the material is subjected to increasing loading, acoustic stability is attained; with the result the material may even become inactive over the permmissible stress region. Beyond that stress, failure of material sets-in associated with localized burst signals. An Oscilloscope has been used to acquire the amplified and filtered data. The 2 K pts resolution of the Oscilloscope and the storage duration of second/signal limited the signal rate and precision. The trigger threshold was adjusted exactly to just above the noise level. The signal exceeding this threshold (together with the elongation, load and speed of the crosshead) was recorded and the signal from the sensor was magnified by a pre-amplifier for increasing load.

![Tensile test Specimen](image)

Figure 3: (a) Tensile test Specimen (b) Typical Tensile specimen (c) Typical fractured tensile specimen

The raw signals were monitored using a data-logger. The acquired signal was analyzed separately using a suitable PC based data acquisition system at a sampling frequency of 1 MHz for spectrum analysis. The time duration signal consisting of 25 and 50 observations were considered of the purpose of analysis. The recorded data were used to calculate the AE rate and the frequency spectra. The AE signals were obtained under the ambient and cryogenic conditions.

5.0 RESULTS AND DISCUSSION

The titanium (Alpha + Beta phase) material was tested to uni-axial tensile loading. Typical observed load – extension characteristics of the test material are illustrated in 5.1. It is seen that up to around 13% (2mm) elastic behaviors can be observed; beyond that elongation the material undergoes plastic deformation associated with viscous yielding. This is indicated by the occurrence of staircase type load-extension characteristics. The response of the titanium alloy to tensile loading was monitored on-line by sending the acoustic emission signal emanation from the test specimen by suitably positioning a broad band AE sensor the recorded signal was characterized in terms of r.m.s value and dominating frequency.

Typical observed r.m.s value of the acoustic emission signal monitored is illustrated in fig 5.2. It can be seen that with tensile load on, there is a gradual reduction in r.m.s value indicating that slow degradation of the material with applied load/stress. The r.m.s characteristics is of zigzag nature; form this it can be inferred that after certain cumulative yielding the test material experiences localized bursting associated with a reduction of r.m.s value. Titanium alloy is relatively low strain hardening material; hence it experiences higher order strain before failure. During stressing the test material experiences strain of localized lump of material after certain order of strain, this may experience discrete burst/fissures resulting the reduced acoustic emission i.e. Titanium alloy under tensile loading experiences localized yielding and burst depending upon the load sequence, till failure, of course with continuous reduction in r.m.s value.

From the recorded raw acoustic emission signal, the dominant frequency was noted. Typical variation of the domination frequency with load is illustrated in fig 4. Referring to the illustration on r.m.s value and dominant frequency, it can be seen that especially with higher testing load, there is a reduction in the r.m.s value of the acquired acoustic emission signal; the signal acquires for higher loads, indicate the dominant frequency of 120kHz i.e. around 20000N of loading, the material exhibits more of burst emission, indicating there by the occurrence of localized cracking associated distressing the material.

Observation on characteristics of raw signal acquired. Typical illustrations on the acoustic emission signal acquired with different applied load are presented in fig 5. With applied load of 250 the acoustic emission signal comprises many different frequency components, with the dominant around 120KHz. As the load is increased to 5000N, only few frequency components were observed with a shift in the dominant frequency towards a lower magnitude. This indicates the occurrence of a relatively more continuous emission (also indicated by occurrence of higher r.m.s value). A summary of observations is indicated below.

<table>
<thead>
<tr>
<th>Load (N)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>7500</td>
<td>Higher power, high amplitude over 75 KHz frequencies, continuous mode, mixed mode of emission-associated with localized burst emission.</td>
</tr>
<tr>
<td>10000N</td>
<td>Similar trend continued.</td>
</tr>
<tr>
<td>12500N</td>
<td>Occurrence of dominant low frequency, continuous mode of emission has indicated by raise in rms value.</td>
</tr>
<tr>
<td>15000N</td>
<td>Reduced power-mixed mode of emission</td>
</tr>
<tr>
<td>17500N</td>
<td>Increased power (75KHz, 110-120KHz), mixed mode of emission.</td>
</tr>
<tr>
<td>20000N</td>
<td>Mixed mode, increased mode of signal emission.</td>
</tr>
<tr>
<td>22500N</td>
<td>Reduction in power, light shift in peak frequency, mixed mode of emission.</td>
</tr>
<tr>
<td>25000N</td>
<td>Reduction in power, light shift in peak frequency, mixed mode of emission.</td>
</tr>
<tr>
<td>27000N</td>
<td>Increased power, shift in peak frequency, increasing order of r.m.s</td>
</tr>
<tr>
<td>26000N</td>
<td>Reduced power, failure.</td>
</tr>
</tbody>
</table>

Summing up; the continuous monitoring of AE has illustrated the deformation of the material, occurrence of local fissures during early phase of loading and continuous deformation as illustrated by higher r.m.s value; further, barring few load stage, the monitored AE signal contains a dominant frequency around 100-120kHz. This can be the typical frequency of acoustic emission for titanium alloy tested.

Fractured surfaces of test samples were observed through JEOL make Scanning Electron Microscope. The typical Scanning Electron Microscope of fractured surface is shown in Fig 5.16 (a-h). The higher ductility of titanium alloy is clearly illustrated through a textured macrograph, with elongated grains and occurrence of dimpled zones. Further, the flow of material around the dimples indicated that the material has undergone viscous yielding during tensile loading. Closer observation of localized regimes indicate possibility of failure initiation around spherical, second phase particles. Observations also indicate the occurrence of the cracking of the material prior to failure.

Study on AE response of titanium alloy, has been carried out with a view to develop an integrity evaluation methodology applicable to aerospace material. Necessary criteria has been evolved and applied to aerospace related application for real time integrity monitoring. The following are the significant conclusions emerging from the studies.

Observation on the tensile specimens bearing possible surface defects indicated that the AE response of titanium alloy subjected to tensile under ambient condition. The acoustic emission acquisition data indicated mixed mode of signal emission ambient condition. This might be due to occurrence of local fissure during early phase of loading and continuous deformation illustrated by high r.m.s value. Further barring few load stages, the monitored AE signal contains a dominating frequency around 100-120 kHz. This can be a typical frequency of acoustic emission of the titanium alloy tested.

6.0 CONCLUSION
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Abstract: Handwritten Recognition and Archaeology are significant facts of antediluvian epoch and scripts which are not tranquil to learn. For example, Pali written in Sinhala, Khmer, Burmese, Devanagari, Lao and many more which are having prodigious influence in the Buddhism culture since they heard the lessons. Akkhara-Muni which constitutes Pali alphabet recognition been presented in this paper done in a few steps trailed by OCR for classification with the results that portray need of ancient scripts to be recognized and classification accuracy leads to 85.4%.
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1. Introduction

Man and machine are the two wheels of chariot. Humans need to get command on the machine in order to move with the wind. Keyboard is one of the most used devices now-a-days by every sphere of people from child to grandparents, student to high officials and also from hardware to virtual type. Handwritten is that field of image processing which is growing on a large scale to accomplish the requirements of global relations. Handwritten recognition is challenging though it is still a time and cost-saving work if done in daily activities and one of the most important uses of this technique is in archaeological department to learn ancient scripts written thousands of years ago. Scripts are defined as “markers” of a civilization keeping the record of lives in pictograms to phonograms as they are hoping to preserve heritage, culture, and history of the region understanding their importance [1]. A lot of work is done on the western scripts whereas eastern scripts are not having a notified work till yet and to learn about civilization history one needs to know about early writings. Optical character recognition (OCR) - a well-known technique with some modification that is used to recognize akkhara-muni (Pali) providing help to the archaeologists so that they can understand Buddhism and their teachings written in ancient period offering new thoughts to youth as past always pace an innovative way towards development.

1.1 Pali:

Language of prehistoric period- PALI has been inscribed in many scripts and languages besides being popular in southern countries for teachings of Buddhism. Pali alphabet basically consists of 41 letters: 6 vowels, 2 diphthongs, 32 consonants and 1 accessory nasal sound called as nighitta [2]. Consonants are divided into 25 mutes, 6 semi-vowels, 1 sibilant and 1 aspirant followed by vowels comprises of

long and short. Ian James, developer of a modified Latin font, and forms get their existence from ancient Brahmi and Pallava (ancestors of the Indic scripts) and later named as Akkhara Muni, (Letters of the Sage). In Sri Lanka, Pali was used not only for the writing of Buddhist scriptures, but also to record the history of the country [3,4].

2 Related Work


Pali characters recognition using devnagri was shown by kiran s mantri, s r suralkar[7] in 2012, by comprises following features like image pre-processing, feature extraction and classification algorithms that have been traversed to design software (OCR) with high performance. The recognition rate is 100% that has been done using simple feed forward multilayer perceptions also proposes a back propagation learning algorithm that is used to guide each network with the characters in that particular group.

Another work proposes a recognition system that has taken Pali cards of Bud-dhadasa Indapanno was presented by Tanasanee Phienthrakuland and Wanwisa Chevakulmongkol [8] in 2013. Its handwritten images have been refined by contrast adjusting, grayscale converting and noise removing. Basically the features of every single character are removed by the zoning method where average of all accuracies considered in groups comes out to be approximately 81.73%.

3 Our Work

Optical Character Recognition (OCR) attempted first in 1870, developing from era of 40’s while transforming from first generation to third now in present with a wide variety of applications in numerous fields from banking to education, archaeology to space science.

Entire work is done on local database of Akkhara-muni script collected online by numerous resources and is shown as:

![Akkhara-Muni: A PALI Alphabet (Src. [2])](image)

OCR is combination of several components illustrated in figure below:

![Projected Accost for classification](image)
Scanned input image is pre-processed by cropping it to let it fitted in proper dimensions trailed by gray scaling then binarization with noise removal by using various MATLAB functions. Subsequently local segmentation of pre-processed image is done by labeling and line detection. Later on, feature extraction is done using lower and upper approach resulting in character recognition with 85.4% success rate.

4 Results

The overhead approach was tested on 60 sets of digits and samples used over here for experiments are collected online and trained in MATLAB. In all, we can say that this approach gave 85.4% success rate. The recognition rate for 2 vowels is high and 2 consonants are low as they are misidentified. The outcome we have obtained here is not very good if only OCR is taken but as script taken here akhara-muni and no trained data sets available though we can’t find any other work for comparison therefore we think that our result is good in this zone.

5 Conclusion:
In this approach Optical character recognition (OCR) is proposed with some other techniques for classification of Akkhara-Muni. Techniques like optical scanning, binarization, segmentation and feature extraction followed by classification of characters. The overall performance is 85.4%, but it can’t be considered as a benchmark. Any model of classification is based on their feature extractions which are also needed to be used here for improving its performance. This attempt is unique as a whole. It offers a great value for scripts that are needed to be recognized and there is not much research done in this field of ancient scripts. We are currently working for other ancient Indic script.
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Abstract: Software Application Generator (SAG) is a very powerful software product building tool. It helps developer to build an entity relationship model based software product using modern web technology. ER model is one of the most popular methodologies for designing relational database. Asp.net, JSP and PHP are most popular technology for developing web application. Several commercial products have been developed to support ER-model and those web technologies. Inspired by these technologies, we have developed an educational prototype SAG that supports the following task:

- Drawing ER diagram visually and translate it to relational database schema automatically.
- Develop different type of template easily from ER model.
- Develop skeleton code of selective technology automatically.
- Develop skeleton test plan automatically.
- Deploy generated code to corresponding environment automatically.

In this paper, we describe the architecture of SAG and its implementation details to illustrate how such tool can be developed.

Keywords: SAG, ER modeler, Application Composer, Application Generator, Test plan Generator, Application Deployment.

I. INTRODUCTION

SAG is very powerful tool for developing a software product based on ER models and web technologies. It contains five non overlapping modules: ER modeler, Application Composer, Application Generator, Test plan Generator and Application Deployment. It is implemented in java, therefore it can be executed in all environment when a java virtual machine available.

A. ER Modeler: This module is used to design ER diagram and translate it to a relational database schema. It contains two essential components: entity and relationship. Entity represents object that are involved in enterprise such as student, professor and course in a university. Relationship represents the associations among these objects such as student takes course. ER model supports the following set of attractive features:

- Representing ER-Diagram in Binary Repository: We have defined binary repository to convert an ER diagram in binary repository format and vice versa.
B. Application Composer:

Application Composer module is used to develop template which contain elements of web forms. We consider five types of templates: Login, Role selection, Maintain, Master detail and Associate. Login template is a general purpose template which mainly use for user authentication. Login template contains one textbox (for user name), one hidden textbox (for password), one button (for submit) and one label (for showing error message) elements. Role-Selection template is used for select the role of user. Role-Selection template contains two textboxes (for user ID and user name), one Drop Down List (for role of user), two buttons (for submit and exit) and one label (for showing error message). Maintain template is mainly used for perform basic operations like insert, update, delete and view. Maintain template contains two type of elements: entity element and form element. Entity element contains a textbox and a label for each attribute of entity of ER model which will be selected by developer. Form element contains one datagrid (for display table value), four buttons with form option true (for insert, update, delete and view operation), one button (for exit) element. Master detail template is used for update details of master. The criteria for build master detail template is that there will be two entity and a relationship between them and a common attribute among them. Master detail template contains two type of elements: entity element and form element. Entity element contains a textbox and a label for each attribute of target entity of ER model which will be selected by developer. Form element contains one datagrid (for display table value), five buttons (for submit, add to grid, delete from grid, ok and cancel ) elements. Associate template is used for update the associate table from original table. The criteria for build associate template is that there will be three entities and two relationships between them and two common attributes for each of two end entities with target entities. Associate template contains two type of elements: entity element and form element. Entity element contain a textbox and a label for each attribute of target entity of ER model which will be selected by developer. Form element contain two listboxes (for contain the value of original and associate table), four buttons (for add to list, remove from list, ok and cancel ) elements. Application Composer supports the following set of attractive features:

- Representing Template in XML file: We have defined a XML schema to convert template into xml format and vice versa.
- Design Template Semantically: Application Composer recognize template component such as entity elements and form elements. Entity element will be derived from the entity of ER model which are build by ER modeler. Form elements are general purpose web form elements, which will be selected by developer. This greatly facilitates the design to change the layout of a template.
- Validity Verification: Application Composer supports the verification of validity of a template and ensures that only well form template can be exported in xml file.

C. Application Generator:

Application Generator is used to generate code. Before generate code, first select xml file which contains all templates. This xml file is constructed by Application Composer. Then select the web technology in which environmnet the code will be generated. In ASP technology, we generate one .aspx and one .aspx.vb file for each login, role selection, master detail and associate template. For maintain template five .aspx and five .aspx.vb for main, insert, update, delete, view page. For menu page one .aspx and one .aspx.vb file will be generated. One .vb file will be generated for database connection class in App_Code folder. One configuration file will be generated by default.

D. Testplan Generator:

Testplan Generator is used to generate testplan. Before generate testplan, select xml file which contain all templates. This xml file is constructed by Application Composer. It generate one each document that contains one table for template or each document that contains one table for template or each document that contains one table for template or each document that contains one table for template or each document that contains one table for template. This greatly facilitates the diagram to change the layout of an ER diagrams.

E. Application Deployer:

Application Deployer is used to deploy the code which is generated by Application Generator. It helps the user to deploy the code automatically. First user select the code which will be deployed. Next they select the server in which the deployment will be done. Then the deployment process will be done and the browser will be opened with default url.

II. SYSTEM ARCHITECTURE

The overall system architecture of SAG Tool is illustrated in figure 1. Basically, it consists of the following modules.

- **ER Model User Interface:** It provides a user friendly graphical user interface to support the interaction between ER diagram designers and ER Modeler.

- **ER Semantic Object Model:** It is the key internal data structure that represents the complete semantic information of an ER diagram. An ER semantic object model is created either for ER diagram or from a binary file.

**Application Composer User Interface:** It provides a user friendly user interface to support the interaction between developer and application composer. It is divided into two sub modules: ER Controller and Template Generator User Interface. ER Controller is used to manipulate the existing ER diagram. Template Generator User Interface is used to manipulate the templates of application.

• **Template Semantic Object Model:** It is the key internal data structure that represents the complete semantic information of templates of application. Template semantic object model is created either from application composer or from an XML file.

• **XML Object Model:** It is the intermediate data structure that map sql and Template semantic object model to XML file. It is used to generate a XML file or is constructed from a XML file.

• **Application Generator User Interface:** It provides a user friendly user interface to support the interaction between developer and application generator. It is divided into two sub modules: Template Controller and Code Generator User Interface. Template Controller is used to manipulate the existing templates of application. Code Generator User Interface is used to manipulate the codes of application.

• **Code Semantic Object Model:** It is the key internal data structure that represents the complete semantic information of codes of application. Code Semantic Object Model is created from application generator. It is used to generate a code file.

• **Testplan Generator User Interface:** It provides a user friendly user interface to support the interaction between developer and testplan generator. It is divided into two sub modules: Template Controller and Testplan User Interface. Template Controller is user to manipulate the existing templates of application. Testplan Generator User Interface is used to manipulate the testplans of application.

• **Testplan Semantic Object Model:** It is the key internal data structure that represents the complete semantic information of testplans of application. Testplan Semantic Object Model is created from testplan generator. It is used to generate a text file.

• **Application Deployment User Interface:** It provides a user friendly user interface to support the interaction between deployer and Application Deployment.

II. IMPLEMENTATION

A. **ER Modeler:**

To support interoperability between different ER diagram we have defined data structure to convert an ER diagram into memory object. The data structure of entity and relationship is shown in Figure 2 and Figure 3 respectively. The data structure of storing the ER Model is shown in Figure 4.

To translate an ER diagram to a relational database schema, ER Modeler follow the following steps:

a) For each entity set A implement a table using CREATE table SQL command.

b) For each relationship implement a ALTER table SQL command to set foreign key concept.

B. **Application Composer:**

To support interoperability between different Template generating tools, we have defined a XML schema definition to templates of application into XML file and vice versa. The following features is maintained by the application composer.

- Login and role selection template is general purpose template. It is fixed for all applications.
- Each Maintain template will be generated for each Entity.
- Each Master detail template will be generated for two entities and a relationship between them.
- Each Associate template will be generated for three entities and two relationships between them.

C. **Application Generator:**

To support interoperability between different Code generation tools, we have defined a data structure to convert templates of application into corresponding code. The data structure is shown in Figure 5. To generate code the following points will be considered:

- Code will be generated according to selected technology.
- Code will be generated for each template.
- Code for menu template will be generated by default.
- Code will maintained standard skeleton. Programmer can run this code in any environment by minimum change.
- Some additional code file will be generated by default depending on web technology.
D. Testplan Generator:
To support interoperability between different Testplan Generator tools, we have defined a data structure to convert templates of application into corresponding testplan. The data structure is shown in Figure 6. To generate testplan the following points will be considered:

- Testplan will be generated for each template.
- Testplan for menu template will be generated by default.
- Testplan will be maintained standard skeleton. Developer can generate final testplan by minimum change.

E. Application Deployer:
Application Deployer is a user friendly interface. It guides user to deploy the application in selected web server environment. All the server setup is previously completed. Here our application code file will be posted in the default location of selected environment and then the application will be run with home page. The following sets will be consider in application deployer:

- Select the Server Environment.
- Select the location where the application file will be exists. All the files of the application will be listed in the application file list box.
- Select the files which will be deployed and bring into deploy file list box.
- Press the deployment button.

III. CONCLUSION
We have developed an ER-model and web technology based software application product generating tool for educational purposes. This tool incorporates object oriented technology, XML. The verification process guarantee the semantic correctness for ER diagrams. The automatic translation from ER diagrams to relational data schemas is practically useful. The automatic generation of template give relief from the time consuming form design task. The automatic generation of code give relief from the complex and time consuming task. Using this tools developer generate a software product in five minutes using different technology. The automatic test plan generator helps the tester to test this product according to all testcase. It helps the developer to design the testplan and guarantee that all test cases will be considerd. The automatic deployment helps the tester to test the product is run correctly in server environment in short time.

V. OUR FUTURE WORK

We are extending ER modeler to support Complex type of ER diagram. We are currently extending Application Composer to support other complex type of templates such as tree template. We are extending Application Generator to support more web technology language and different database server environment. We are extending Testplan Generator to support black box testing and white box testing test plan. We are extending Application Deployer to support the application in Cloud computing environment.
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Abstract: Visual Cryptography is a special encryption technique to hide information in images in such a way that it can be decrypted by the human vision if the correct key image is used. This experiment describes a secret visual cryptography scheme for color images based on halftone technique. Firstly, a chromatic image is decomposed into three monochromatic images in tones of Red, Green and Blue. Secondly, these three images are transformed into binary images by halftone technique. Finally, the traditional binary secret sharing scheme is used to get the sharing images. This scheme provides a more efficient way to hide natural images in different shares. Furthermore, the size of the shares does not vary when the number of colors appearing in the secret image differs.
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I. INTRODUCTION

Visual cryptography is a cryptographic technique which allows visual information (pictures, text etc.) to be encrypted in such a way that the decryption can be performed by the human visual system without the aid of computers. As network technology has been greatly advanced, much information is transmitted via the Internet conveniently and rapidly. At the same time, the security issue is a crucial problem in the transmission process. For example, the information may be intercepted from transmission process. This method aims to build a cryptosystem that would be able to encrypt any image in any standard format, so that the encrypted image when perceived by the naked eye or intercepted by any person with malicious intentions during the time of transmission of the image is unable to decipher the image.

Visual Cryptography Scheme (VCS), introduced by Naor and Shamir in 1994, is a type of secret sharing techniques for images. The idea of VCS is to split an image into a collection of random shares (printed on transparencies) which separately reveal no information about the original secret image other than the size of it. The image is composed of black and white pixels, and can be recovered by superimposing a threshold number of shares without any computation involved. Here is an example using a dithered black-and-white Lena image as the original secret image (Fig. 1).

By applying the Naor-Shamir 2-out-of-2 visual cryptography algorithm, two shares (printed on transparencies) are created, which separately reveal no information about the original image. It can only be recovered when both of the shares are obtained and superimposed. Fig. 3 shows the two shares and the superimposition of them. Note that the size of the images is expanded by a factor of 4.

The technology makes use of the human vision system to perform the OR logical operation on the superimposed pixels of the shares. When the pixels are small enough and packed in high density, the human vision system will average out the colors of surrounding pixels and produce a smoothed mental image in a human’s mind. For example, a block of 2 × 2 pixels shown below will be viewed as a gray-like dot as the two black pixels and the two nearby white pixels are averaged out. If we print the 2×2 pixel blocks shown in Fig. 4 separately onto two transparencies and superimpose them. This effect is equivalent to performing a pixel-wise OR logical operation on each of the four pairs of pixels between these two transparencies. The result is shown in Fig. 5. One of the unique and desirable properties of VCS is that the secret recovery process can easily be carried out by superimposing a number of shares (i.e., transparencies) without requiring any computation.

Besides black-and-white images, a natural extension of this research problem is to perform secret sharing on color images. Hou proposed three VCS for color images. Among them, the first one uses four shares to split a secret image. The four shares are called black mask, C (Cyan) share, M (Magenta) share and Y (Yellow) share. This scheme reproduces the best quality among the three in terms of image contrast during secret image recovery process. It is also the only one supporting a practically useful feature called two-level security control. This feature allows an authority to keep a particular share, the black mask, secret and release the other three shares to the public, without worrying about exposing the concealed image. In particular, the author claimed that this scheme is secure as long as the black mask is kept secret. There would have no information leaked even if all the other three shares, namely C, M, Y shares, are exposed regardless of the color composition of the original secret image.

**Advantage of Visual Cryptography:**
- Simple to implement.
- Encryption doesn’t require any NP-Hard problem dependency.
- Decryption algorithm not required (Use a human Visual System).
- So a person unknown to cryptography can decrypt the message.
- We can send cipher text through FAX or E-MAIL.
- Infinite Computation Power can’t predict the mess.
II. RELATED WORKS

The most traditional visual cryptography schemes are used for black and white images. Recently, some visual cryptography schemes for gray or color images have been proposed. Verheul and Tilborg present a secret sharing scheme for images with c colors. The principle of this scheme is to transform one pixel of image to h sub-pixels, and each sub-pixel is divided into c color regions. In each sub-pixel, there is exactly one color region colored, and all the other color regions are black. The color of one pixel depends on the interrelations between the stacked sub-pixels. A major disadvantage of this scheme is that the number of colors and the number of sub-pixels determine the resolution of the revealed secret image. If the number of colors is large, coloring the sub-pixels will become a very difficult task.

Naor and Shamir propose a secret sharing scheme, which reconstructs a message with two colors by arranging the colored or transparent sub-pixels. Both approaches assign a color to a sub-pixel at a certain position, which means that displaying m colors uses m-1 sub-pixels. The resulting pixels contain one colored sub-pixel and the rest of the sub-pixels are black. Therefore the more colors are used, the worse the contrast of the images becomes significantly. Their approaches cannot be applied to the extended visual cryptography either. Rijmen and Preneel presented a scheme which enable multicolor with relatively less sub-pixels (24 colors with m = 4). However each sheet must contain color random images, which means applying this approach to the extended visual cryptography is impossible.

For this reason, Chang, Tsai and Chen recently proposed a new secret color image-sharing scheme based on the modified visual cryptography. In that scheme, through a predefined Color Index Table (CIT) and a few computations they can decode the secret image precisely. Using the concept of modified visual cryptography, the recovered secret image has the same resolution as the original secret image in their scheme. However, the number of sub-pixels in their scheme is also in proportion to the number of colors appearing in the secret image, i.e., the more colors the secret image has, the larger the shares will become. Another disadvantage is that additional space is needed to store the Color Index Table (CIT).

III. EXPERIMENTAL RESULTS

Our experiment is based on the RGB color model and the halftone technique. Firstly, a chromatic image is decomposed into three monochromatic images in tones of red, green and blue. Secondly, these three images are transformed into binary images by halftone technique. Finally, the traditional binary secret sharing scheme is used to get the sharing images. Halftone technique is a method to display a gray image with black-and-white spots. Figure 6 shows the basic principle of the halftone technique. The more black spots the image includes, the more the image will be alike the true gray image. Construct to the other two binary images shown in Fig. 6(c) and (d), Fig. 6(b) is closest to the true gray image.

For example, a point with the gray value of 130 in an image should be gray point. Since the intensity of general image change continuously, so the values of adjacent pixels are likely close to 130, and the surrounding region is also gray. According to the Algorithm, the number 130 is bigger than 128, then a white point is printed on the new image. But 130 are away from the real white 255. While -46 (-125 multiplied by 3/8) added to adjacent pixel, the value of adjacent pixel is close to 0; the adjacent pixel comes to black. Next time, e also become positive, the adjacent pixel comes to white, so a white one after a black one, gray is demonstrated. If not transmitting the error, the pixel in the new image is white. Take another example; if the gray value of a point is 250, it should be white in gray image, and e equals to -5, it has little impact on the adjacent pixel. This certifices the correctness of the algorithm. In

the experiment, First a color image is decomposed into three basic components R, G and B. Then the above Floyd-Steinberg Algorithm is used to get the halftone images of the corresponding components. After that we get the halftoned red, halftoned green and halftoned blue images.

If we compose these three monochromatic images into a chromatic image, we can get the following image.

Fig. 7 (a) Original Inputted Chromatic Image
Fig. 7 (b) Halftone Image of Red
Fig. 7 (c) Halftone Image of Green
Fig. 7 (d) Halftone Image of Blue
Fig. 7 (e) Merged image of R-G-B Halftones

We can consider every monochromatic image as a secret image and can use the traditional binary image-sharing scheme to divide it into three secret shares with same color, and then, we can choose any three different colors of which to compose them into three colored shares. The original secret information will be visible by stacking any 2 or 3 transparencies, but none secret information will be revealed by only one transparency.

IV. FUTURE SCOPE OF FURTHER IMPROVEMENT

Our future work is to generate shares in such a way so that it can be hidden within different cover images. It will look like some picture, not just a share. So, the original secret shares will be transmitted as hidden within different pictures. Finally, by superimposing these shares, the original secret image will be generated.
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Abstract: Context-based adaptive binary arithmetic coding (CABAC) is needed in the present days for high speed H.264/AVC decoder. The high speed is achieved by decoding one symbol per clock cycle using parallelism and pipelining techniques. In this paper we present an innovative hardware implementation of the renormalization which is a part of CABAC binary arithmetic decoder. The renormalization of range and value is specified as a sequential loop process that shifts only one bit per cycle until the range and value are renormalized. To speed up this process, a special hardware technique is used. The hardware will take one clock cycle to shift n bit data. The proposed hardware is coded using HDL language and synthesized using Xilinx CAD tool.
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I. INTRODUCTION

For multimedia coding applications, ITU-T Video Coding Experts Group and the ISO/IEC Moving Picture Experts Group (MPEG) jointly developed the latest video standard H.264/AVC (ITU-T Recommendation H.264:2003). Compared with existing video coding standards this provides more than twice the compression ratio while maintaining video coding quality. The higher throughput is due to the adoption of many new techniques, such as multiple reference frames, weighted prediction, deblocking filtering and context-based adaptive entropy coding. There are two approaches available for context-based adaptive entropy coding namely context-based adaptive variable length coding (CAVLC) and context-based adaptive binary arithmetic coding (CABAC). The CABAC coding achieves better compression efficiency better than CAVLC, but it brings higher computation complexity during decoding. The compression efficiency is up to 50% over a wide range of bit rates and video resolutions compared to previous standards (e.g. MPEG2 or H.263). The downside is that the decoder complexity also increased; it is about four times higher [2]. Using a DSP processor to decode a single bin, it takes 30 to 40 cycles. In order to improve the video decoding, the throughput of a video coder using CABAC reaches almost 150 Mbin/s, which makes it difficult to implement in a programmable processor. Therefore, an efficient hardware decoder [3] is important for low-power and real-time H.264 codec applications. The decoding process of CABAC is bit-serial and has strong data dependency because the next bin process is depended on the previous bit decoding result. This data dependency makes the designer to exploit parallelism during decoding is difficult. The context models [5] of the current syntax element (SE) are closely related to the results of its neighboring macro blocks (MBs) or blocks, which leads to frequent memory access. The researchers are addressing these issues for exploring the parallelism and optimize memory access.
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Figure 1 shows H.264/AVC’s basic coding structure for encoding one macro block, a sub block of a frame of the video stream. The decoder is used inside the encoder to obtain best perceptual quality at the decoder side. To reduce block artifacts an adaptive deblocking filter is used in the motion compensation loop. This combined with multiple reference frames and sub-pixel inter and intra mode motion compensation gives very strong compression results.

The decoder is a central part of the encoder. In section II, we introduce the primary steps of CABAC encoding and decoding process. In Section III, we describe the basic scheme of our CABAC decoder architecture. We present an overview of the framework of our renormalization hardware architecture. In this section IV, we focus on the simulation and synthesize of the proposed architecture. In Section V, we summarize the conclusions and future work.

II. CABAC ENCODER AND DECODER

In this section the basic principles of CABAC encoding and decoding process are discussed. The CABAC encoding and decoding process consists of three elementary steps.

Figure 2 shows the encoding procedure of CABAC [9]. In the first step a given binary valued syntax element is uniquely mapped to a binary sequence, called bin string by the binarizer unit. When the input itself is in binary format this initial step is bypassed. For each element of the bin string or for each binary valued syntax element, one or two subsequent steps may follow depending on the coding mode. In the regular coding mode, prior to the actual arithmetic coding process the given binary decision which, in the sequel, referred to as a bin, enters the context modeling stage, where a probability model is selected such that the corresponding choice may depend on previously encoded syntax elements or bins. After the assignment of a context model the bin value along with its associated model is passed to the regular coding engine, where the final stage of arithmetic encoding together with a subsequent model updating
takes place. Bypass coding mode is chosen for selected bins in order to allow a speedup of the whole encoding process by means of simplified coding engine without the usage of an explicitly assigned model. The CABAC encoder consists of three elementary steps: binarization, context modeling and binary arithmetic coding [4]. These incoming data are the coefficients from the transformations in Figure 1 together with some context information. In the second step a fitting probability model, based on the context, is selected for each binary symbol. This model drives the arithmetic coder (step three) by providing an estimate of the probability density function (PDF) of the symbol that will be encoded. The better this estimate, the better the compression. CABAC uses in total 399 models to model the PDFs of each syntax element such as macro block type, motion vector data, texture data, etc. The models are kept ‘up to date’ during encoding through the use of an adaptive coder [6] which estimates the PDF based on previously coded syntax elements.

There are three major data dependencies are extracted as follows: Renormalization is dependent on range update.

- Probability transition is dependent on bin decision
- Context switching is dependent on decoded bin

These three data dependency relations lead to three recursive computation loops, which can hardly be sped up by pipelining [7],[10], and thus largely limit the system performance. The following table 1 illustrates the frequency and the necessary operation to the internal variables. If the decoded symbol is the least probable symbol (LPS), it takes more cycles to evaluate the next coding range and coding offset required for the next symbol decoding. The coding range should always be modified and the offset should also be decremented. To find the shift amount \( n \), we also need to count the leading zeros of the codeword. On the contrary, the consequent operations are much simpler when the decoded symbol is the most probable symbol.

<table>
<thead>
<tr>
<th>Sl.No</th>
<th>Case</th>
<th>MPS decoding</th>
<th>LPS decoding</th>
<th>Inference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Frequency</td>
<td>Frequent</td>
<td>None</td>
<td>No renormalization ( n )</td>
</tr>
<tr>
<td></td>
<td>Range</td>
<td>( R_{MPS} )</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>offset</td>
<td>No change</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Frequency</td>
<td>Rare</td>
<td>Always</td>
<td>Renormalization</td>
</tr>
<tr>
<td></td>
<td>Shift amount</td>
<td>1</td>
<td>Arbitrary</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Coding range</td>
<td>( R_{MPS} &lt;&lt; 1 )</td>
<td>( R_{LPS} &lt;&lt; n )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Coding offset</td>
<td>Offset &lt;&lt; 1</td>
<td>(Offset - ( R_{MPS} )) &lt;&lt; n</td>
<td></td>
</tr>
</tbody>
</table>

The following is the renormalization process in the arithmetic decoding engine:

1. It accepts bit inputs from slice data and the variables codIRange and codIOffset.
2. After the renormalization process it outputs the updated variables codIRange and codIOffset.
3. A flowchart of the renormalization is shown in Figure 4. The current value of codIRange is first compared to 0x0100:
   - If codIRange is larger than or equal to 0x0100, no renormalization is needed and the RenormD process is finished.
   - Otherwise (codIRange is less than 0x0100), the renormalization loop is entered. Within this loop, the value of codIRange is doubled, i.e., left-shifted by 1 and a single bit is shifted into codIOffset by using read_bits(1).

![Figure 4 Flowchart of renormalization](image-url)
III HARDWARE IMPLEMENTATION OF RENORMALIZATION

Re-normalization engine based on a head-one detector The last step of the decode decision engine flow is renormalization. To keep the precision of the whole decoding process, the refined codIOffset and codIRange have to be renormalized to ensure that the codIRange is not less than 256. For example, if the refined codIRange is 9'b000001010, the codIRange should be shifted five bits while the codIOffset reads five bits from the bit stream during the renormalization process. Based on the principle of renormalization, we find that if we locate the first appearing ‘1’ inside the codIRange, we can successfully decide the number of bits of the codIRange to shift and of the codIOffset to read. Moreover, the renormalization process is part of the critical timing path in CABAC hardware decoder implementation. To improve clock frequency, this path must be kept as short as possible. Thus, a parallel ‘head-one detector’ re-normalization architecture is proposed in the figure 5. Nine bits of the codIRange are split into three parts (3-bit vector), each of which determines whether there is a ‘1’ among three input bits.

![Re-normalization engine based on a head-one detector](image)

IV RESULT AND DISCUSSION

The proposed architecture is coded using HDL language. We have used structural level implementation and the simulation result of renormalization of given data is shown in thefigure 6

![Simulation result of renormalization process](image)

The above code is further synthesized using Xilinx EDA tools. The device used for synthesize is vertex 4 200k FPGA. The RTL diagram is shown in the figure 7. The device utilization summery is shown in the table II.

Table II Device utilization summery

In this work we have presented a novel FPGA-design for renormalization engine which is present in CABAC decoder. CABAC decoder uses leading one detector for the renormalization. We have proposed a hardware which will have one clock cycle to find the leading one in the given bit stream. The proposed hardware is simulated and synthesized using CAD tools. The maximum frequency of operation is 117 MHz.
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CONCLUSION

In this work we have presented a novel FPGA-design for renormalization engine which is present in CABAC decoder. CABAC decoder uses leading one detector for the renormalization. We have proposed a hardware which will have one clock cycle to find the leading one in the given bit stream. The proposed hardware is simulated and synthesized using CAD tools. The maximum frequency of operation is 117 MHz.
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Abstract- Polarization is one of the most fundamental property of Electromagnetic (EM) wave, which describes it completely. The study of polarization of light through Faraday Rotation Effect, rotation of plane of polarized wave when traveling through Terbium Gallium Garnet (TGG) crystals placed inside solenoid, subjected to a strong axial magnetic field can be a novel approach in communication. Experiment shows conversion of polarization modulated light into intensity modulated light, and phase shifted demodulated waveform w. r. t. input modulating signal. Insertion of properly matched and tuned circuit before coil and amplifier after demodulation leads to better reception of signal.
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I. INTRODUCTION

In radio communication, modulating signal can be modified based on the properties of wave, such as, amplitude (AM), frequency (FM) and phase (PM). Similarly, modulation of light can be done by varying its properties; like intensity (ASK), frequency (FSK), phase (PSK), wavelength or polarization. All these techniques use State of Polarization (SOP) of fully polarized light as an information carrying parameter. The greatest difference between radio-wave AM techniques and optical modulation techniques is that the output of radio receiver is usually proportional to amplitude of incoming signal, while output of optical receiver is proportional to intensity of incoming signal, because of the use of square-law photo detectors. Amplitude of a signal contains both magnitude and phase information, while intensity of a signal is the square of its magnitude. Amplitude modulation of light can be done by internal or external way. Internal modulation can be achieved by varying supply source (voltage or current) of artificial source of radiation, for eg., laser, while external modulation can be through controlling the light absorption in semiconductors by varying voltage or current [13]. The different effects used to modulate the light are: Kerr and Pockels Effect (Electro-optic), Faraday Effect (Magneto-optic) and Acousto-optic Effect [1] [13].

In Faraday Effect, the phase modulation of two mutually perpendicular components of linearly polarized light results into polarization modulation, which is then transformed into Amplitude Modulation by analyzer. The Faraday Effect originates from the effect of static magnetic field on the motion of electrons in the presence of light and Lorentz force [1]. The magneto-optic modulators are based on the rotation of optical polarization as light propagates along the magnetic field in a material, by the Faraday
Effect. These modulators can be made of Faraday material (for eg., Terbium Gallium Garnet-TGG crystals) placed inside an electric coil (solenoid) with modulating electric current. Electro-optic modulators can be of transverse and longitudinal type, which require several thousands of drive voltage to achieve a desired phase shift. In Acousto-optic modulator, the frequency response is limited by the acoustic transit time across the finite width of light beam, acoustic propagation loss in that medium and frequency response of acoustic transducer. There is a need of sharply focused light beam to reduce the acoustic transit time. Also, Acousto-optic effect has limitation of width of frequency band < (1−2)×10^6 [13]. To overcome these limitations we tried to modulate the light beam by varying its SOP using Faraday Effect and hence using Magneto-optic modulators. Polarization of a laser beam is modulated or switched between two orthogonal states. Like intensity modulation, polarization modulation does not require sophisticated transponders only [4] [15]. Plane wave propagation in the z-direction, the components of optical field in x-y plane are represented as:

\[ E_x(z, t) = E_{0x} \cos(\omega t - kx + \delta_x) \]
\[ E_y(z, t) = E_{0y} \cos(\omega t - ky + \delta_y) \]

Where, \( \tau = \omega t - kz \) is a propagator, \( E_{0x} \) and \( E_{0y} \) are maximum amplitudes of x and y components. \( \delta_x \) and \( \delta_y \) are phases of x and y components. In the x-y-plane, we can construct a vector as:

\[ \mathbf{E}(z, t) = E_x(z, t) \mathbf{i} + E_y(z, t) \mathbf{j} \]

Where, \( \mathbf{i} \) and \( \mathbf{j} \) are unit vectors in x and y directions respectively.

II. THEORY

Christian Huygens was the first to suggest that light was not a scalar quantity, based on his work on the propagation of light through crystals. (This vectorial nature of light is called as Polarization.) If we follow mechanics and equate an optical medium to an isotropic elastic medium, it should be capable of supporting three independent oscillations (optical disturbances): \( u_x(r, t) \), \( u_y(r, t) \) and \( u_z(r, t) \).

In a Cartesian system \( u_x(r, t) \) and \( u_y(r, t) \) are the transverse components, while \( u_z(r, t) \) is longitudinal component of light wave.

\[ u_x(r, t) = u_{0x} \cos(\omega t - kr + \delta_x) \]
\[ u_y(r, t) = u_{0y} \cos(\omega t - kr + \delta_y) \]
\[ u_z(r, t) = u_{0z} \cos(\omega t - k\tau + \delta_z) \]

From Fresnel and Argo’s investigation (1818) on Young’s interference experiment using polarized light, it is concluded that Eq.(1c) does not exist, i.e., light consists of transverse components only [4] [15]. Plane wave propagation in the z-direction, the components of optical field in x-y plane are represented as:

\[ E_x(z, t) = E_{0x} \cos(\omega t - kz + \delta_x) \]
\[ E_y(z, t) = E_{0y} \cos(\omega t - ky + \delta_y) \]

Where, \( \tau = \omega t - kz \) is a propagator, \( E_{0x} \) and \( E_{0y} \) are maximum amplitudes of x and y components. \( \delta_x \) and \( \delta_y \) are phases of x and y components. In the x-y-plane, we can construct a vector as:

\[ \mathbf{E}(z, t) = E_x(z, t) \mathbf{i} + \mathbf{E}(z, t) \mathbf{j} \]

Where, \( \mathbf{i} \) and \( \mathbf{j} \) are unit vectors in x and y directions respectively.

III. EXPERIMENTAL SETUP

The system shown in Fig.1 includes the Laser (Red, 632.8nm), as a light source. The light is then passed through a Polarizer, which then is rotated due to magnetic field induced in the magnetic coil or Solenoid (1200 turns) with the Faraday material TGG crystals are placed inside. The rotated light is then analyzed through another polarizer, called as ‘Analyzer’. The exact detection had been done due to magnetic field induced in the magnetic coil or Solenoid (1200 turns) with the Faraday material TGG crystals are placed inside an electric current. The crystal is placed at the center of the coil with help of spider arrangement, the laser is pass through the crystal and signal get modulate in the presence of magnetic field. Helmholtz coil used in many applications from canceling the Earth’s magnetic fields to generate uniform magnetic field for many experiments, it can generates static, time varying DC or AC. It also used for measurement of a permanent magnetic moment, removing or ruling background magnetic field, it also used in TV production for picture alignment procedures.

IV. OBSERVATIONS

The sinusoidal signal of 1 kHz, 25Vp−p was applied as an input to the solenoid; the output is sinusoidal signal of 1 kHz, 100mVp−p, which is then amplified. Fig. 2 shows the phase difference between input and output signal. Here, the polarized laser light (Red) carries sinusoidal signal combines with sinusoidal (modulating) signal at solenoid al, which then gets rotated due to presence of TGG crystals, i.e. SOP of original light has got changed, i.e. ‘Polarization Modulation’. This modulated light when passes through analyzer, the polarization modulated light gets converted into intensity modulated light. This light is then demodulated using the photo-detector. The demodulated signal shows the phase difference w. r. t. the input signal. Except the loss in energy of signal, the nature of the original signal has been successfully retrieved at the detector side. The solenoid gives a stable response for the frequency range 10Hz-100 kHz. Insertion of impedance matching and tuning circuit before solenoid leads to a better reception of signal. To test it further, we used audio signal as a modulating wave. An audio signal in form of ‘.wav’ file format was sent through a solenoid for around 30sec. The modulated audio is received at photo detector. Demodulated signal is amplified through an audio amplifier. The Fig.3 shows an audio input applied, with its time sequence (above) and spectrogram (below), while Fig.4 is the detected output.

From the time sequence plots, the variation of magnitude at a particular time instant is nearly same for both the plots. From spectrogram of input audio, the highest frequency components is ~3kHz, and lowest of ~1kHz. The same levels have been observed at output too. Along with this, sudden drop in input (at t = 20sec) has been perfectly reflected in the demodulated signal. The level of magnitude in spectrogram, for input is 72.78 dB and for output it is 70.76 dB. The grayish part at the background of spectrogram shows the energy at particular time instant, darker the region, more is the energy. The output spectrogram shows small amount of loss in energy.
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Abstract: A wireless sensor network (WSN) is a collection of nodes organized into a cooperative network, which are small energy constrained devices. The efficient use of energy source in a sensor node is most desirable criteria for prolong the life time of wireless sensor network. So designing efficient routing for reducing energy consumption is the important factor. The energy consumed in cluster head (CH) selection phase of a random cluster based wireless sensor network (WSN) has been assumed as an insignificant factor in the previous research works. In this paper, the consumption of energy during the transmission of data from sensor nodes to the sink has been calculated. Routing protocols in WSNs along with the most energy efficient protocol named LEACH (low energy adaptive clustering hierarchy) and STR protocol (shortest tree routing protocol) along with its advantages and disadvantages are discussed here. In this paper we improved the energy consumption of the node to get the parameters result such as energy, delay, throughput, jitter and pdr.
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I. INTRODUCTION

A wireless sensor network is a collection of nodes organized into a cooperative network. Each node consists of processing capability (one or more microcontrollers, CPUs or DSP chips), may contain multiple types of memory (program, data and flash memories), have a RF transceiver (usually with a single omnidirectional antenna), have a power source (e.g., batteries and solar cells), and accommodate various sensors and actuators. The nodes communicate wirelessly and often self-organize after being deployed in an ad hoc fashion. Systems of 1000s or even 10,000 nodes are anticipated. Such systems can revolutionize the way we live and work. Wireless sensor networks are comprised of large numbers of low-cost, low-power and multifunctional sensor nodes. Thus, it is predicted that wireless sensor networks will become conventional in our daily life. A wireless sensor network (WSN) is typically composed of a large number of low-cost sensor nodes, which work collectively to carry out some real-time sensing and monitoring tasks within a specific area. The main constituent of a WSN are multiple number of sensor nodes and at least one sink node. The number of sensor nodes depends upon the application’s requirement. Energy efficiency is one of the most important factors in WSNs. Hierarchical (clustering) techniques can aid in reducing useful energy consumption. LEACH is a classical clustering hierarchical protocol, which incorporates randomized rotation of the high-energy cluster head position among the sensors to avoid draining the energy of any one sensor in the network. In this way, the energy load of being a cluster head is evenly distributed among the nodes.
The subsequent LEACH-optimized protocols in literatures mostly improve the capability of cluster head distribution, so that the energy consumption of the whole network is reduced and the system lifetime is prolonged. However, all these hierarchical protocols only consider the algorithm of cluster formation and give little consideration on aggregated data transmission. Since the aggregated data is important, the reliability of transmission should be guaranteed. The proposed model is on LEACH and STR protocol and also compared with only STR protocol and no protocol to get the parameters result such as energy, delay, throughput, jitter and pdr. LEACH is used for the cluster head formation and STR protocol is used for finding the shortest tree routing nodes with minimum score of the node and transmits the data by dividing into two way and then data aggregation is done in the next cluster head near to the neighbour to destination node. In this way we can minimise the energy consumption of the node.

The remainder of this paper is organized as follows: Section 2 presents the related works. Section 3 describes the proposed protocol in details. In section 4 we make analysis and simulation, comparing with the previous multipath routing protocols. Finally, section 5 draws conclusions and shows the future works.

II. RELATED WORK

Routing Protocol for Wireless Sensor Network

Recent advances in wireless sensor networks have lead to many new protocols specifically designed for sensor networks where energy awareness is an essential consideration. But approaches like Direct Communication and Minimum Transmission Energy do not guarantee balanced energy distribution among the sensor nodes. In Direct Communication Protocol each sensor node transmits information directly to the base station, regardless of distance. On the other hand, in case of Minimum Transmission Energy routing protocol data is transmitted through intermediate nodes. We classified most important energy efficient routing techniques based on various clustering attributes like cluster formation and data gathering process.

A. LEACH

W. R. Heinzelman, A. P. Chandrakasan and H. Balakrishnan proposed Low Energy Adaptive Clustering Hierarchy (LEACH) protocol in 2000. It is one of the most popular hierarchical routing algorithms for sensor networks. This protocol incorporates the formation of clusters and cluster heads (CHs) for the respective clusters in which all the other sensor nodes send the data to the cluster head (CH). The received data is then aggregated and is sent to the base-station (BS) periodically by the cluster head which reduces the amount of data that is to be transmitted to the basestation. The role of the cluster head (CH) is rotated among the other sensor nodes in the cluster so as to evenly distribute the power load between the sensor nodes in a particular cluster. A TDMA/CDMA MAC is used for avoiding the collisions among the clusters and within the clusters.

Working Principle: The LEACH protocol functions in two different phases. The setup phase and the steady state phase. The formation of clusters and selection of the cluster heads is done during the setup phase and the aggregated data is transmitted to the base-station during the steady state phase which is of greater duration than the setup phase. During the setup phase, a random number r, between 0 and 1, is selected by the sensor nodes. If this random number is less than a threshold value \( T(n) \), that sensor node is selected as the cluster head. The threshold value \( T(n) \) is calculated as follows:

\[
T(n) = p / [1 - p \mod(n/C)] \text{ if nCG}
\]

Where, \( p \) is the predetermined number of sensor nodes, \( r \) is the random number and \( G \) is the set of nodes that are involved in the CH selection that have not been selected as cluster heads in the last \((1/p)\) round. After the selection, the cluster heads send an advertisement to all the other sensor nodes in the network. The formation of clusters is based upon the signal strength of this advertisement. After the cluster formation, a TDMA schedule is created assigning time slots to the sensor nodes for data transmission. After the cluster formation and the selection of the cluster heads, the network goes into steady state phase where the aggregated data from the sensor node is sent to the base-station by the cluster heads. The network again goes back into the setup phase after a predetermined time period to select a new set of cluster heads as to rotate the role of the cluster heads among the nodes of a cluster.

The network lifetime is increased as the load of power dissipation is evenly distributed among the nodes in the cluster. Also the amount of data to be transmitted is less which in turn reduces the latency of the network. The LEACH protocol is not suitable for networks deployed in large areas. Also the predetermined cluster heads may not be uniformly distributed. The path taken by the aggregated data to reach the base station is not optimal.

B. PEGASIS

The Power-Efficient Gathering in Sensor Information Systems (PEGASIS) proposed in is an improvement over the LEACH protocol. It is a near optimal chain-based protocol. The idea of cluster formation and cluster head is discarded in PEGASIS. Instead of multiple nodes, a single node in the chain communicates with the base-station. The sensor nodes in this protocol only communicate with a single node closest to them and communication with the base-station is done in rounds so that the power dissipation in communicating with the base-station is distributed evenly among all the nodes.

Working Principle: PEGASIS assumes that all the sensor nodes maintain a database of the location of all the other nodes in the network. Each node determines the distance of its neighboring nodes using the signal strength and adjusts the signal strength only to communicate with the closest node. In PEGASIS, the sensor nodes closest to each other are in the chain and they form a path to transmit the aggregated data to the base-station. The chain is constructed using greedy algorithms. Each sensor node sends the sensed data to the base-station. The role of the cluster head (CH) is rotated among the other sensor nodes.
data to its closest node in the chain. The data is aggregated at each node in the chain and finally only the aggregated data is sent to the base-station. The lifetime of each node is increased as they only have to communicate with their closest node which, as a result increases the network lifetime. Delay is caused in data transmission from the distant node in the chain. There is significant overhead as the nodes need the know-how about the other node location and the path for transmitting data. To overcome the problem of delay occurrence in transmitting the aggregated data to the base-station (BS) an extension to PEGASIS, called Hierarchical-PEGASIS was introduced in which the transmission of the data was allowed only by the spatially separated sensor nodes. This ensured parallel data transmission and reduced the delay.

C. TEEN

Threshold-sensitive Energy Efficient sensor Network (TEEN) is a hierarchy based routing protocols proposed in, for time-critical applications. The region is sensed continuously by the sensor nodes but the sensed data is transmitted less frequently. The cluster heads (CHs) broadcasts a hard threshold, which is the threshold value of the sensed data and a soft threshold, which is a small change in the hard threshold value of the sensed data to all the other sensor nodes in a cluster. The soft threshold instigates the sensor node to switch on its transmitter and transmit the data.

Working Principle: In TEEN, a hard threshold value and a soft threshold value is sent to all the other sensor nodes by their respective cluster heads (CHs). The sensor nodes begin to transmit data by switching on their transmitters when they sense a change in the soft threshold value. Transmission of data occurs only when the sensed data is in the range of interest of the user.

Adv/Disadv: TEEN protocol reduces the number of transmissions by only transmitting the data only when the sensed data is of interest to the user. The major disadvantage of the TEEN protocol is that, if the threshold values are not received, the sensor nodes will not communicate and the user will not receive any data either.

D. APTEEN

Def: Adaptive Periodic Threshold-sensitive Energy Efficient sensor Network (APTEEN), is a hybrid protocol which was proposed in, is also for time critical applications. In APTEEN, according to the user needs and the application type, the threshold values used in TEEN are changed at some specific time intervals.

Working Principle: In APTEEN, few parameters such as the Attributes (A), Hard Threshold (HT), Soft threshold (ST), Schedule and Count Time (CT) are sent to the other sensor nodes in the cluster by the respective cluster heads (CHs). When the sensed data value is greater than the HT, the data is transmitted only when there is a change in that value. Each sensor node in the cluster is given a time slot using a modified TDMA schedule for transmission. When a sensor node does not transmit data for a time period equal to the CT, it is forced to sense again and retransmit the data.

APTEEN is flexible, as the power consumption is controlled by the user by changing the count time (CT) and the threshold values. The implementation of the threshold values and the count time (CT) is complex. Also the overhead increases.

III. Proposed Protocol

A. Introduction

The proposed model is on LEACH and STR protocol and also compared with only STR protocol and no protocol to get the parameters result such as energy, delay, throughput, jitter and pdr. LEACH is used for the cluster head formation and STR protocol is used for finding the shortest tree routing nodes with minimum score of the node and transmits the data by dividing into two way and then data aggregation is done in the next cluster head near to the neighbour to destination node. In this way we can minimise the energy consumption of the node.

B. Cluster Formation

LEACH is one of the first hierarchical routing protocols for WSNs. The idea proposed in LEACH has inspired many other hierarchical routing protocols. Clustering is the method by which sensor nodes in a network organize themselves into hierarchical structures. By doing this, sensor nodes can use the scarce network resources such as radio resource, battery power more efficiently. Within a particular cluster, data aggregation and fusion are performed at cluster-head to reduce the amount of data transmitting to the base station. Cluster formation is usually based on remaining energy of sensor nodes and sensor’s proximity to cluster-head. Non-cluster-head nodes choose their cluster-head right after deployment and transmit data to the cluster-head. The role of cluster-head is to forward these data and its own data to the base station after performing data aggregation and fusion.

C. LEACH (Low-Energy Adaptive Clustering Hierarchy)

Low Energy Adaptive Clustering Hierarchy (LEACH) proposed by Wendi B. Heinzelman, et al. is the first hierarchical, self-organizing, adaptive cluster-based routing protocol for wireless sensor networks which partitions the nodes into clusters, in each cluster a dedicated node with extra privileges called Cluster Head (CH) is responsible for creating and manipulating a TDMA (Time

division multiple access) schedule and sending aggregated data from nodes to the BS where these data is needed using CDMA (Code division multiple access). Remaining nodes are cluster members. In Adaptive clustering, cluster heads change as nodes move in order to keep the network fully connected.

![Multiple Cluster-head in small region.](image)

**Key Features of LEACH (Low-Energy Adaptive Clustering Hierarchy)**
- Localized coordination and control for cluster set up and operation.
- Local compression to reduce global communication
- Randomized rotation of the cluster heads and the corresponding clusters.
- Random Death of nodes: there is no one section of the environment that is not being “sensed” as nodes die, as occurs in the other protocols.

**D. STR protocol (Shortest tree routing protocol)**

By formation of cluster head, with highest energy node using LEACH protocol then we uses STR protocol. The STR protocol is used for finding the shortest tree routing nodes with minimum score of the node and transmits the data by dividing into two way and then data aggregation is done in the next cluster head near to the neighbour to destination node. In this way we can minimise the energy consumption of the node.

**E. Principle of Proposed Protocol**

We proposed the model of LEACH and STR protocol and also compared with only STR protocol and no protocol to get the parameters result such as energy, delay, throughput, jitter and pdr. LEACH is used for the cluster head formation with highest energy node and STR protocol is used for finding the shortest tree routing node with minimum score of the node and transmits the data by dividing into two way and then data aggregation is done in the next cluster head near to the neighbour to destination node. In this way we can minimise the energy consumption of the node.

Consider the above sensor network in which shows the multiple cluster head in small region (fig.). Here we define the no of nodes (nn), which is 30 nodes and cluster head (CHn) in the network with three group of cluster heads consisting of each cluster heads has 10 sensor nodes including two cluster heads. These cluster heads are formed by LEACH protocol with selecting highest energy of the sensor node into hierarchical structures and label it as (CHn) and (CHn+1) such that E(CHn) > E(CHn+1). This work done by the LEACH protocol.

Then the STR protocol is used after creation of cluster head. We have to find the score of the nodes. This way we will find two shortest tree routing nodes which has minimum score of the nodes and communication will start between the nodes i.e from source to destination. The data will be transmitted by the two shortest path by dividing the data into two ways and then that data aggregates to the next cluster head near to the neighbour of destination node. In this way we can minimise the energy consumption of the node. Also we get result of the parameter energy, delay, throughput, jitter and pdr which shown the next chapter.

Now the number of nodes is 30 in the sensor network by making group of 10 node there is formation of cluster. Each cluster has two cluster heads which has maximum energy node. Then we will find two shortest tree routing nodes which has minimum score of the nodes and communication will start between the nodes i.e from source to destination. The data will be transmitted by the two shortest path by dividing the data into two ways and then that data aggregates to the next cluster head near to the neighbour of destination node. In this way we can minimise the energy consumption of the node. While running this model we can run it in three way as:

1) STR protocol + Cluster head (LEACH)
2) Only STR protocol
3) Normal network (no protocol used)

In STR protocol + Cluster head (LEACH), communication is done between source and destination with the help of two cluster heads. And also use STR protocol for shortest path so that data is divided into two ways and then that data aggregates to the next cluster head near to the neighbour of destination node. In this way we can minimise the energy consumption of the node.

In Only STR protocol, communication is done between source and destination without the help of two cluster heads. And then STR
protocol is used for finding shortest tree routing node considering minimum score of the node we will transmit the data from source to destination.

In normal network no protocol is used that means the communication is done directly between source to destination. From the fig. 6.1 working of the proposed protocol is as below:

- In the cluster 1, H1 and H2 are the two cluster heads having $E(H1) > E(H2)$. In the cluster 2, H3 and H4 are the two cluster heads having $E(H3) > E(H4)$. In the cluster 3, H5 and H6 are the two cluster heads having $E(H5) > E(H6)$.
- If data transmission done between first two cluster. Cluster head will find shortest path by using STR protocol. Then, data from the source will go to the H1 then, H1 will find such two nodes which having minimum score. And minimum score will find by ratio of minimum distance from H1 and high energy of the node.
- Suppose that node are S1 and S2. Then H1 will send the 50% data to S1 to H3 and other 50% data will send to S2 to H3. In this way data will aggregated to the cluster head H3 and then transmitted to the destination.

### IV. Simulation

The performance of LEACH and STR protocol is being evaluated by analysis comparing with only STR protocol and normal network. For analysis we used NS2 and tested our protocols. For performance evaluations following parameters are taken into account: Energy, Network Throughput, Delay, Jitter, Pdr.

![Fig.1 Comparison between energy for Normal protocol, Only STR Protocol and STR Protocol + Cluster Head (LEACH)](image1)

![Fig.2 Comparison between delay for Normal protocol, Only STR Protocol and STR Protocol + Cluster Head (LEACH)](image2)
In the given graphs, red color indicates normal network, green color indicates only STR protocol and blue color indicates STR protocol and cluster head. The comparison of parameter are as shown below:

Table 1 Comparison of all parameter for Normal protocol, Only STR Protocol and STR Protocol + Cluster Head (LEACH)

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Parameter</th>
<th>Energy consumption</th>
<th>Normal protocol (E_N)</th>
<th>Only STR Protocol (E_STR)</th>
<th>STR Protocol + Cluster Head (LEACH) (E_opt)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Energy</td>
<td></td>
<td>High</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>2</td>
<td>Delay</td>
<td></td>
<td>High</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>3</td>
<td>Throughput</td>
<td></td>
<td>Low</td>
<td>Medium</td>
<td>high</td>
</tr>
<tr>
<td>4</td>
<td>Jitter</td>
<td></td>
<td>High</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>5</td>
<td>Pdr</td>
<td></td>
<td>Low</td>
<td>Medium</td>
<td>high</td>
</tr>
</tbody>
</table>
The main goal of this thesis was to minimize the energy consumption of the node. The proposed system consists of two main parts: clustering and shortest path routing. In this thesis we have presented a performance analysis of routing protocols for wireless network communication. These protocols have been implemented in NS-2 and are analyzed on the basis of four crucial parameters: energy, delay, throughput, jitter and pdr. After analyzing the graphs, we conclude that STR protocol and cluster head is better in comparison to only STR protocol and normal network. After applying the clustering and shortest path algorithm energy consumption of all parameters are improved.

As a future scope we can say that energy efficiency is one of the major design issues in wireless sensor networks. As most of the energy is consumed in communication than any other task so the need is to develop energy efficient routing protocols. Many of these protocols have been developed in the past few years but still improvements are required in routing protocols in terms of QoS parameters.
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Abstract: Security is main issue in every where today. This paper proposes the multimodal biometrics system (MBS) for identity verification using three traits i.e., finger print, iris and palm print. The proposed MBS system is designed for applications like authentication where the training database contains a finger print images and palm print for each individual. Palm print is chosen as a biometric trait as no two palm print match unless they are of the same person also palm has a good vascular pattern making it a good identifying factor for an individual as compared to other biometric traits. The images captured by the designed hardware are preprocessed using Image enhancement techniques and Features are extracted by Gaussian kernel, Gabor Filter and Principal Component analysis. These feature vectors are fused at feature level and later matched by using Euclidean distance or Manhattan distance. Quality measures are also found for these above modalities.

I. INTRODUCTION

Biometrics refers to metrics related to human characteristics. This system use biological information about person to create a detailed record of their personal characteristics. Nowadays biometric system provides highly secure and authenticated is low-cost, non-invasive and provides easy access to Biometric Authentication called multimodal biometric system (MBS) system. Biometric system has categorized into two main types- 1) Unimodal Biometric System (UBS), 2) Multimodal Biometric System (MBS). UBS has developed from many years but it suffers from various problems like enrollment problems, insufficient accuracy . The biometric system uses two or more biometric modalities for authentication. In this paper, we propose to an effective fusion mechanism for MBS. We use modalities like Fingerprint, Palm print. After capture, preprocessing is done and features are extracted and later fused at feature level. These features compared with stored feature template to give the accurate decision like accept or reject.

II. METHODOLOGY

First database of iris, palm print, fingerprint is collected. These are pre-processed individually and features are extracted which are fused to form a single feature vector. This vector is stored at the server side. Matching is then done i.e. test image is compared with stored feature vector, based on the minimum Euclidean distance.
A. Data acquisition and preprocessing

1) Palm print

A system is designed for capture of palm vein images based on principle of near infra-red imaging. The system consists of a CCD camera and a lightening system. The CCD camera is modified to see only IR light which involves removal of infrared filter inside the camera as shown in Fig 2. Finally to make this IR-only camera the visible light needs to be filtered out for the same filter is made for the front of the lens out of fully exposed 35mm color negative film. The red tinged glass in Fig 2 (c) The lightning system consists of an Matrix arrangement of Near IR LED’s (SFH4550) 850nm. As matrix arrangement of LED’s offer best distribution of intensity with uniformity matrix arrangement is chosen. A variable power supply having rating 0-12V and 0.4A is designed; with the help of an adjustable potentiometer the intensity is varied. The captured hardware design is very cost effective and the palm vein images captured when combined with authentication algorithms provide good accuracy.

Palm vein images are low in contrast hence the data values are remapped by contrast adjustment. Gray values between low to high are mapped onto bottom to top. Depending on the Gamma correction factor [7] the mapping of values between input and output image may be linear. Further after preprocessing palm vein images boundary of the hand is found out by border tracing algorithm which locates the position of fingers to find Region of interest (ROI) by Euler’s distance diagram.

2) Fingerprint

A contactless capture of Fingerprint is performed. One hundred subjects both male and female took part in the experiment. The capture of fingerprint involves using Xpro night vision web camera shown in Fig 1. It’s a 20.0Mega Pixel Camera with a high quality CMOS sensor and five glass optical coating lens. The frame captures size of 640x480. It is driver free for windows XP and above. It’s compatible with MAC with 2.0 USB port and windows. The camera also has USB port and frame rate 30F/S @ VGA. Fig 1(b) shows a fingerprint image captured by the camera. A completely contactless fingerprint capture makes it a highly hygienic process.
B. Feature Extraction.

Feature Extraction is transforming the input data into the set of features. Gaussian kernel with Principal Component Analysis, Gabor filter is used for palmprint and fingerprint feature extraction respectively.

1) Palm print Features:

Principal lines are extracted using Gaussian Kernel and canny edge detector. Features are selected like length of two principal lines and orientation between them for each individual. Then PCA applied for feature extraction.

PCA is a statistical procedure that uses an orthogonal transformation to convert a set of observations of possibly correlated variables into a set of values of linearly uncorrelated variables called principal components. Its objective is to reduce the large dimensionality of the data space to smaller intrinsic dimensionality of feature space. PCA involves [8] calculation of Eigen value decomposition of data covariance matrix after mean centering the data.

2) Fingerprint Features:

Gabor filter impulse response is defined by a sinusoidal wave (a plane wave for 2D Gabor filters) multiplied by a Gaussian function.

Gabor filters [5] are characterized by spatial frequencies and orientation capabilities hence they are used for fingerprint feature extraction. Spatial frequencies and orientation are important characteristics of textures in images. Gabor filters are used for fingerprint feature extraction. A Gabor filter is obtained by combining a sinusoid with a Gaussian. Gabor filter centered at origin with frequency $\theta$ and orientation $\phi$ is,

C. Fusion

In feature level fusion, different feature vectors extracted from proposed biometric trait are combined together into a single feature vector. This process undergoes two stages which are feature normalization and feature selection.

III. EXPERIMENTS AND RESULTS

The methods are implemented by MatLab 8.2® on a computer with Intel® Core(TM) 2-Duo T6570 CPU @ 2.10GHz, 4GB RAM, Windows 7, 64-bit operating system. The following figures show the experimental results. Experiments are performed on 100 persons including 60 male and 40 female. The age distribution is from 20 years to 60 years. 10 images of each person were captured of all three modalities i.e. fingerprint and palm print. Hence in total the database has 2000 images of 100 persons. For training, 600 images were used for each modality and 400 images were used for testing. In Fig 4 (a) is the original input image of size 640x480 captured from Xpro web camera. Fig 4(b) represents the histogram of the original image. Histogram equalization is applied to the original image which expands the range of gray level near Histogram maxima; hence this transformation improves the detectability of many image features. In Fig 5 (a) is a fingerprint image 640x480 captured by touchless fingerprint capture camera Xpro 20.0MP.

![Fingerprint Image](image1)

![Palmprint Image](image2)

Palm print images require ROI extraction, then principal lines are extracted and length is calculated.

![ROI Extraction](image3)

![Principal Line Detection](image4)

![Thinned Principal Lines](image5)
The feature vector matrix of fingerprint and palm print is of the order 13900x1, 10816x1 respectively. Feature level fusion is applied to the above feature vectors and a fused matrix is obtained of order 217738x900. Testing is carried out using 100 images which gives accuracy of 99%.
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Abstract: With the advancement of technology, there has been a tremendous rise in the volume of captured and distributed content. Image acquisition can be done with the help of scanners, cameras, smart phones, tablets etc. Document retrieval and recognition systems require high quality document images but most of the time, the images acquired suffer from various degradations like blur, uneven illumination, low resolution etc. To reduce the processing time and get good results, we require methods to evaluate and improve the quality of such images. This paper reviews the quality assessment methods and enhancement techniques for document images. It presents a survey of the work that has been performed in the field of document image quality assessment and enhancement.
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1. Introduction

Capturing of documents using a handheld camera is preferred to acquiring images by scanning these days for no contact images, flexibility and low cost involved. But quality of camera captured documents is lower than scanned documents as camera acquired documents contain various degradations such as blur, perspective distortions, character smear, uneven lightning etc. But the application areas cannot be ignored such as digitization of books, digitization of historical documents, finding text in scene images, mobile OCR etc. Document image quality assessment is a measure of text distortion. It is necessary to evaluate the quality of a document image to save the processing time by any document recognition system. Low quality documents give poor results. Document images contain various degradations such as blur, uneven illumination, perspective distortion, low resolution, smear etc. Hence there is requirement of enhancement algorithms for improving the quality of degraded images for enhancing the readability of the documents as well as improve the performance of document processing systems. Therefore this paper is an attempt to review the various quality assessment and enhancement methods for document images. It is divided into three sections. Section II covers quality assessment methods and metrics while section III focuses on quality assessment techniques whereas section IV concludes the work with direction of future work.

2. Quality Assessment of Document Images

Quality assessment refers to the process of evaluating the image quality with some metrics based on different features. There is a mandatory need of maximizing the readability of the document images. Since some images are degraded in the process of acquisition,
we need assessment methods so that enhancement can be performed. While some of the metrics correlate OCR accuracy with the degradations, other view it through human perception. Hence we have various methods for quality assessment in document images. There are broadly three image quality assessment methods: full reference, reduced reference and no reference methods. The full reference methods need a high quality image to assess the quality in comparison, reduced reference methods require some properties of the high quality image based on which the quality of an image can be assessed. Whereas no reference methods pose no requirement for a high quality image as they evaluate quality solely based on the properties of the input image. We have a greater need for no reference methods as we do not have a high quality image always available as required strictly in case of full reference methods while some. The major assessment methods reviewed from the previous work are as follows:

Xujun et al. [1] presents a method to estimate image quality by measuring the degree of degradation. It deals with blurring as well as several other degradations found in camera captured document images. The method predicts the impact of degradations on OCR error rate.

Jayant et al [2] created a dataset of camera captured documents containing various blur levels. A case study was also performed with three quality estimation methods for the prediction of OCR quality and their advantages and disadvantages were evaluated.

Tayo et al. [3] presents an objective user centred function that evaluates the distortion level in a document image. It focuses on human perception of quality which is required in case of historical images.

Rusinol et al. [4] focuses on the estimation of focus quality as a metric for quality estimation to predict OCR accuracy. Gradient based features are found to correlate best with OCR engines response.

Amina [5] presents a blur image quality metric based on MMD which is a nonlinear transform and the blur is treated as convolution noise.


Ke et al. [7] presents a no reference image quality metric which combines two existing quality assessment models, one being the free energy based and the other based on structural degradation.

Qing et al. [8] focuses on a no reference blur assessment method related to perception utilizing the feature termed as GPS(Gradient Profile Sharpness)


Karen et al. [10] brings out a new no reference image contrast feature to help in selecting the best operating parameters for image enhancement algorithm.

Table 1 lists out the various quality assessment methods and their unique focus areas as some of the methods take blur into consideration, while some deal with a mix of degradations.

<table>
<thead>
<tr>
<th>S.No</th>
<th>Author</th>
<th>Year</th>
<th>Source</th>
<th>Major Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Xujun et al</td>
<td>2011</td>
<td>IEEE</td>
<td>It presents a new no-reference image QA method that evaluates the impact of degradations in an image on OCR error rate.</td>
</tr>
<tr>
<td>2</td>
<td>Jayant et al</td>
<td>2013</td>
<td>CBDA</td>
<td>It provides with a publicly available database of camera captured documents containing various levels of blur. 3 image QA approaches are evaluated to bring out the best.</td>
</tr>
<tr>
<td>3</td>
<td>Tayo et al</td>
<td>2012</td>
<td>IEEE</td>
<td>It proposes a user centred objective function to evaluate level of degradation in a document image. This is a human perception of quality metric.</td>
</tr>
<tr>
<td>4</td>
<td>Rusinol et al</td>
<td>2014</td>
<td>IEEE</td>
<td>It focuses on a QA metric that estimates focus quality for processing in OCR and considers out-of-focus blur.</td>
</tr>
<tr>
<td>5</td>
<td>Amina et al</td>
<td>2011</td>
<td>IEEE</td>
<td>It presents a no-reference blur image QA metric based on MMD.</td>
</tr>
<tr>
<td>6</td>
<td>Taegeun et al</td>
<td>2014</td>
<td>IEEE</td>
<td>It proposes a no-reference QA metric based on spectral statistics.</td>
</tr>
<tr>
<td>7</td>
<td>Ke et al</td>
<td>2013</td>
<td>IEEE</td>
<td>It presents a no-reference QA metric that combines 2 previous QA models.</td>
</tr>
<tr>
<td>8</td>
<td>Qing et al</td>
<td>2013</td>
<td>IEEE</td>
<td>It concentrates on a no reference image blur QA metric which is perceptual and based on GPS.</td>
</tr>
<tr>
<td>9</td>
<td>Ming-Jun et al</td>
<td>2009</td>
<td>IEEE</td>
<td>It presents a no-reference QA metric that takes into account natural scene statistics.</td>
</tr>
<tr>
<td>10</td>
<td>Karen et al</td>
<td>2013</td>
<td>IEEE</td>
<td>It focuses on a no-reference QA metric that provides new features for selecting optimal parameters.</td>
</tr>
</tbody>
</table>

3. Quality Enhancement of Document Images

Images acquired from handheld cameras suffer from a lot of degradations such as blur, uneven illumination, perspective distortion, low resolution, character smear etc. Degradations lead to low readability, deteriorated recognition and hampers the performance of a document processing system. Hence it becomes necessary to enhance these images in order to remove these degradations or reduce their effect so as to achieve higher OCR accuracy in most of the cases. While some of the researchers have worked on improving the binarization technique which is an initial step before OCR, others have worked on specific issues like blur, illumination, resolution etc. The previous work done in this area is summarized as follows:

Bukhari et al. [11] proposes a new adaptive binarization technique for distorted camera captured documents. Global binarization is found to give better results for degraded camera captured documents.

Utpal et al.[12] presents an image enhancement method for historical documents based on ICA to improve their OCR accuracy.

Fabian et al. [13] focuses on enhancement of ancient handwritings whose images are taken through multispectral scan and then their dimensionality is reduced utilizing LDA; the method is then evaluated using OCR.

Soo-Chang et al. [14] presents an image enhancement method that focuses on removal of uneven illumination using EMD(Empirical Mode Decomposition).

Aishwarya et al. [15] presents a method for enhancing the region of an image using specular reflection. This method focuses on the scene images and deals with the degradations that are caused by light.

Henry et al. [16] presents a technique for image enhancement of camera captured document images. It addresses poor illumination, fading and noise and helps in achieving improved OCR accuracy.

Zhan et al. [17] proposes a resolution enhancement algorithm based on interpolation to improve recognition rate in a document with low resolution.

Chethan et al. [18] presents an image enhancement technique for lightning correction and improve data quality for camera captured documents using homomorphic and morphological filtering.

Khairunnisa et al. [19] proposes an enhancement technique for a low contrast image and focuses on insufficient light using fuzzy technique by modifying the membership function. The method is found to perform in minimum processing time when compared to others.


Jian et al. [21] proposes an image enhancement algorithm based on watershed segmentation for solutions such as lightning correction and color correction as well as text sharpening.

Gaofeng et al. [22] brings out a new method for correcting geometric distortions in camera captured document images with the help of two structured beams.

Anand et al. [23] focuses on solution of OCR issues related to camera captured images and also provides a solution for the detection of misaligned text.

Table 2 lists out the various quality enhancement techniques, what degradations they deal with and what is the use for each technique.

<table>
<thead>
<tr>
<th>S.No</th>
<th>Author</th>
<th>Year</th>
<th>Source</th>
<th>Major Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Bukhari et al</td>
<td>2011</td>
<td>Journal</td>
<td>It proposes a new adaptive binarization technique to improve OCR processing for distorted document images.</td>
</tr>
<tr>
<td>2</td>
<td>Utpal et al</td>
<td>2013</td>
<td>IEEE</td>
<td>It presents an image enhancement method for historical documents based on ICA to improve OCR accuracy.</td>
</tr>
<tr>
<td>3</td>
<td>Fabian et al</td>
<td>2012</td>
<td>IEEE</td>
<td>It discusses an image enhancement technique using LDA for multispectral scans to improve OCR accuracy.</td>
</tr>
<tr>
<td>4</td>
<td>Soo-Chang et al</td>
<td>2014</td>
<td>IEEE</td>
<td>It focuses on an image enhancement technique to correct uneven illumination in text images using EMD.</td>
</tr>
<tr>
<td>5</td>
<td>Aishwarya et al</td>
<td>2011</td>
<td>IEEE</td>
<td>It presents an image enhancement techniques for scene images utilizing specular reflection.</td>
</tr>
</tbody>
</table>

There exist various quality metrics for document images and OCR accuracy is found to be an important quality indicator for document images. Since camera captured document images suffer from degradations such as blur, uneven lightning, low resolution etc. Though there have been some enhancement techniques developed to enhance the OCR accuracy of these images, most of them address blur. Therefore there is a requirement of more enhancement techniques that deal with various degradations and help in improving the OCR accuracy rate of camera captured document images. Further work can be done in the direction of creating enhancement algorithms that deal with various types of degradations and doing work related to out of focus camera captured images as major work has been done for motion blur and out of focus images still need more attention to be enhanced and get better results.
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Abstract: Nowadays, there are numerous, unstructured and voluminous videos which leads to high collection of data on web. Searching and navigating through these videos for meaningful information is a time consuming task, whereas a good ‘summarized video’ can provide user determined information about particular video sequence in definite time limits. So, there is great need of extraction of semantic and useful information from videos for various multimedia applications. The video summarization is the novel and promising method of detecting relevant and informative data from videos and also aims to provide effective and efficient storage of relevant information. This technique of summarization leads to abstraction of most representative and relevant scenes from videos and concatenates to display as one successive and uninterrupted video and thus has been powered up the rapidly progressing research domain. In this paper, all latest and enhanced approaches of video shot detection have been discussed and summarized.
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I.INTRODUCTION

In recent times, the quantity of videos has been increased day by day. Videos are ample, unorganized and redundant data streams which contain images, graphics and textual information such as label, keywords, etc. Almost, every field such as entertainment, news channels or advertisements, etc. [1] involves wide use of videos. However, people use to spend their large amount of time to download huge videos in order to evaluate that these videos are relevant or irrelevant. Browsing through large amount of videos is a time consuming, tough and very tiring job for human beings. Therefore, it is hard and painful work to extract the meaningful content or desired scenes from videos. Video summarization is the best and efficient solution to transform huge and amorphous videos into organized, structured and systemized manner. Summarization of videos is process of creating concise, clear, succinct and meaningful information. Generally, it contains following three complexities:

- The summarized video should involve the important and desired parts or scenes from the video which means it should be as concise and brief as possible. For example, video summarization approach has the ability to provide semantic portion to user as per his requirements from the huge videos.
- The summarized video should maintain the semantic meaning which means it should represents the good continuous association between scenes.
- The summary of video should not contain any redundancy/duplicity among scenes.
In order to generate optimal video summaries, the two different ways and means for creating efficient and effective retrieval of video are: summarization and highlights [2]. The prior aims to deliver a summarized and concise storyline demonstration of a video while the later aims to extract the affective data from the video. Video summarization is a technique that is important and suitable in context of searching and retrieving desired part of video. Summarizing the large videos into small videos is very helpful to people who can get the main concept or idea about the movie without watching the full video. This aims to provide the new view mode to audience. For example, by watching movie trailer, the people get to know that movie is romantic, comedy or action movie. Therefore, this technique is very significant and useful in classifying the videos and movies as well and explains the main concept and idea of video. The summarized videos have wide variety of advantages in various fields for various purposes. Summarizing videos has wide variety of applications such as video indexing, estimating the rating of movie, etc. [3]. The parsing of videos is shown below:

![Flowchart of parsing of video](image)

A. Shot detection and scene detection in videos
Initially, input is taken as “video” and it consists of distinct scenes, then from those scenes further different shots are analyzed and extraction of frames is performed. The frame extraction leads to generate the most representative frames (keyframe extraction) from already extracted frames. A scene can be defined as "a section/ division of movie or video in which the set is permanent, time is uninterrupted and the action is established in one place". The scene can also be described as a collection of video shots that satisfy certain similarity along with semantic and meaningful information [4]. A scene must abide three rule i.e. unitary space, time and action.

According to Bordwell et al. [5], three types of scenes exists in videos i.e. action scene, conversational scene and suspense scene. In order to detect scene, there are many approaches and procedures such as graph based segmentation method, color histogram based method etc. A scene can contain various transitions in videos. Transitions are the variations from one scene to another. During the changing of shot or scene, discontinuities are found. There are four types of transition [6]:

1) **Hard cut**- This is the most simple and basic kind of transition. When one shot replaces the other instantly, then hard cut occurs. In normal feature film, there are thousands number of hard cuts. Cuts are useful for the continuous and enhanced movement of the movie.

2) **Fade**- Fade is further divided into two parts-
   - **Fade in** – It is basically used in the starting of the movie. Fade-in occurs when scene changes gradually from black/solid color to picture/image.
   - **Fade out**- It is basically used in the ending of the movie. Fade-out occurs when scene changes gradually from current image to solid paint.
3) **Dissolve**: It is also known as overlapping. Dissolve occurs when there is replacement of one shot with the next gradually. One shot disappears as the next shot appears. For some time both shots overlap each other and used to represent the passage of time.

4) **Wipe**: Wipes are dynamic kind of transition. When one shot pushes the other off frame, then wipe takes place.

Scenes are the combination of extracted shots. For each detected shots, variable count of keyframes can be determined. The keyframe which is extracted first is always lies near a shot boundary. These frames can be further combined to form semantic and most representative scenes.

### B. Key Frame Extraction

Key frames extraction is the most significant step in abstraction of videos. Extraction of key frames leads to set of meaningful images from the sequences of videos. Many researches are still working for the better and improved automatic system of key frame extraction. This step is quite effective and efficient in providing the summarization of video.

Below some definitions to extract keyframes are listed [7]:
- **Reference Frame** refers to first frame in every shot.
- **General Frames** refers to rest of the frames other than reference frames;
- "**Dynamic shot factor** max (i): The max x2 histogram within shot i;
- **Static shot and dynamic shot** if max(i) is larger than mean calculated then it is considered to be dynamic shot otherwise it is static shot.

\( Fm (k) \) : The kth frame within the current shot, \( k=1,2,3 \ldots Fm(k) \) is the total number of the current shot.

The following steps are used generally in extraction of key frames:
- Find the difference between reference frame and general frame.
- Look which shot has the maximum difference.
- Determine the shot type i.e. static or dynamic shot.
- Then, see the position of key frame.

## II. Video Shot Boundary Detection (SBD) Algorithms

Todate, many scholars and researchers are doing work to develop more reliable and accurate algorithms that can results into more precise shot boundaries. Earlier technology was more focused on cut detection whereas latest approaches are more concentrated on gradual transitions detection. Broadly categorizing or classifying the shot boundary detection methods are listed below:

(a) **Basic approach**

(b) **Feature based approach**

(c) **Segmentation based approach**

(d) **Texture based approach**

**Pixel based difference** - This is the basic approach towards shot boundary detection. In this method, intensity of pixels is evaluated by taking two consecutive frames and comparing pixel by pixel. When the intensity of pixels is more than threshold, then it is referred to scene change [8]. A number of algorithms have been implemented for calculation of pixel difference. 3 X 3 averaging filter is used in [9] [10]. The limitations in this method is setting threshold manually. Hence, this method is slow and setting threshold manually is not acceptable concept.

**Statistical based difference** - It is modified and overcome the limitations of pixel based approach. It is sensitive to noise. In this method, each frame is divided into blocks and further each block’s mean and standard deviation is evaluated. Each block some characteristics or features of each pixel in that particular block between consecutive frames are equated [6]. The limitations of this approach are it is sensitive to noise and quite complex as it includes statistical parameters and calculations.

**Transform based difference**- It includes various transformation methods like Discrete Cosine Transformation (DCT) coefficients. Using various transformation approaches, it computes compression difference [6].

**Histogram based difference** - Histograms are the most significant and important technique to find the shot boundaries in videos. In this method, find the difference between frame n and frame n+1 that results to change of color content within shots. Histograms are based on certain concept such as bin to bin, distance formula and intersection. In bin to bin, calculate the difference between color component (R, G, B) of two consecutive frames. If the difference is greater than threshold, then a shot is declared. Distance based approach include Chi-square distance, Manhattan distance, Swain and Ballard distance. Color based histogram is also one of the advanced version of histogram based detection algorithms.

**Edge change ratio** - It is a feature based approach. First of all, edge operator is selected in order to find out the edges. After applying canny edge detector [11], calculate no of pixels in each edge. Edges of successive frames are identified. Then, in order to find new edges are appeared in image or old edges are vanished, edge pixels are combined with neighboring pixels in other image.

**Graph theory based** - It is a latest and feature based approach to evaluate the shot boundary. In this procedure, “color” feature is defined and HSV color model is used to extract color content. Then, difference between frames is computed and apply graph based algorithm on frames of videos which are further divided into numerous different sets. Cut and gradual shots are detected through this algorithm. Cut and gradual changes [12] refers to when two consecutive frames appropriate to different set have different characters on those frames, then it is said to be cut and gradual shot.

Information theory based: It is a texture based approach and wavelet transformation is used to extract the texture and then define the difference based on MI (mutual information) and co-occurrence MI of texture feature. To analyze the image in different scales i.e., information of high frequency defines basically the texture feature and information of low frequency defines the color feature. So, to measure the dissimilarity, the MI and Information entropy is used. The wavelet coefficient is evaluated by discrete wavelet transform along with some advantages of less complexity and orthogonality.

Performance of video shot boundary detection methods can be evaluated by following measures [13]:
(a) Recall: This measure is also known as function of true positive or sensitivity. It is the ratio of detections of correct experimental to the detection of correct and missed.

Recall = \frac{\text{correct}}{\text{correct} + \text{missed}}

(b) Precision: It is the ratio of detections of correct experimental to the detection of correct and false.

Precision = \frac{\text{correct}}{\text{correct} + \text{false}}

(c) F-measure: It is defined as:

F\text{-measure} = \frac{2 \times \text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}}

III. Extraction Of Features

Feature extraction is the most important and essential step in summarization of videos. Depending on various parameters, features are extracted and are classified as low level features and high level features. Low level features are extracted on the basis of texture, color and shape. Every domain have distinct technology for evaluating the graphical and pictorial information and moreover, it has own pros and cons. Sometimes, the information present in video and the understanding of an individual differs due to understanding of graphic information which is basically depending on low level features. This difference of understanding is known as semantic gap. The problem of semantic gap is the biggest complexity that the technical society faces. In order to overcome, feedback of users is collected and updates the required information but then again this information may not be attainable every time and it is somehow a supervised approach. Therefore, now high level features comes into picture in order to deal with the shortcomings of semantic gap.

High level features acts as the bridge and filling the gap between user understanding and information exists. Human plays a vital role in understanding the graphic content of Human determined research. To recognize the face and upper portion data of human is very useful and supportive in understanding gender and age of person. The high level features are listed below:-

(a) Processing of face
(b) Motion magnitude
(c) Duration of shot
(d) Identification of gender

(a) Processing of face: Many studies have been done in face processing domain from last many years. Processing of face is very important and basic element in field of security, networking and surveillance videos. The facial expressions and motions of human face help us to recognize the emotions, fitness quality and social interaction information. Processing of face contains mainly three types of steps-

(i) Detection of face
(ii) Clustering of face
(iii) Recognition of face

(i) Detection of face: It is very basic and first step in face processing [14]. A number of algorithms have been introduced for the purpose of detecting faces in videos. The importance and significance of person in video depend on the number of occurrences of particular face in particular video. In [15] Li et al. provides promising results for faces along with different measures in video. Using this method, extraction of face features provides the size and position of all face detected and the total of hits [16]. The technique used for face detection is [17] local successive mean quantization transform (SMQT) and Sparse network of Winnows classifier (SNoW) is experimentally verified to be optimal choice for face detection process. Face detection is a challenging task due to following factors such as postures of faces, intensity, different backgrounds and invariant level of contrast.

The biggest challenge in detecting faces from videos is that characters do not face the camera in full front. So, this problem gives rise to the concept of head turning and head rotation [18]. This concept can easily deal with above mentioned limitation of face direction.

Everingham et al. [19] proposed an algorithm in which characters in videos and films are label automatically. Foucher et al. [18] used spectral clustering to detect faces of actors.

(ii) Clustering of face- It is performed by considering the degree of interaction between characters and can be computed by Mutual information (MI). MI is a significant and beneficial process to find out the similarities between characters.

(b) Motion magnitude- The information of magnitude and orientation is contained in vector. Motion magnitude is quite useful for indicating highlights. The fast motion frames as well as slow motion frames both are involved in highlights. In [20], there is a scene in movie in which a actress’s was crying, so therefore a scene was slow moving scene and can be considered as emotional scene. In order to identify fast and slow motion frames, we need to perform two steps- first, normalize the information of magnitude and orientation is contained in vector. Motion magnitude is quite useful for identifying the highlights. The fast motion frames as well as slow motion frames both are involved in highlights. In [20], there is a scene in movie in which a actress’s was crying, so therefore a scene was slow moving scene and can be considered as emotional scene. In order to identify fast and slow motion frames, we need to perform two steps- first, normalize the average motion of every block within the i-th frame. After normalizing the average motion, in second step, imply both fast frames as well as slow motion frames and suppress average motion frames to calculate the highlight score.

(iii) Recognition of face- The process has two pros which have to be deal in face recognition. The first one is face detection process also involve frontal face along with profile between characters. And, second is the huge number of faces detected for recognition process is a heavy task to be considered. The faces are tagged with face number, shot number and frame number when the faces are obtained after face detection process. The recognition of face is implemented with eigenfaces technique [13] is highly appropriate because our foremost concern is effectiveness and speediness along with easiness. In [16], multiple classes face recognition procedure is implemented which leads to reduce the computing time. To improve the speed of process, interaction score computing is calculated and along with it interaction graph and phenograph between characters in videos are represented.

(b) Motion magnitude- The information of magnitude and orientation is contained in vector. Motion magnitude is quite useful for indicating the highlights. The fast motion frames as well as slow motion frames both are involved in highlights. In [20], there is a scene in movie in which a actress’s was crying, so therefore a scene was slow moving scene and can be considered as emotional scene. In order to identify fast and slow motion frames, we need to perform two steps- first, normalize the average motion of every block within the i-th frame. After normalizing the average motion, in second step, imply both fast frames as well as slow motion frames and suppress average motion frames to calculate the highlight score.

(c)Duration of shot- It is most important parameter in summarization of video and also specifies and defines the time limit of shot appeared in video. To attract viewer’s attention, directors use long duration shots [20] and highlights extracted from the videos also involve long duration shots. The duration of shot and motion magnitude and highlights have relationship and association between them. Low motion magnitude and long shot duration refers to highlight love scenes and emotional scenes and high motion magnitude and short shot duration are used to represent an action scene.

(d)Identification of gender- It is very important to identify the gender i.e. male or female in videos and parameters such as eyes, nose, and chin all this helps in identification of gender. The two basic methods that are defined for identification of gender are- (a) related to facial features and (b) observe the relationship between facial features [3]. A lot of researchers and scholars have been developed numerous algorithms and techniques for detecting gender. The principal component analysis (PCA) and neural network have provided very fine results. In order to detect frontal features from face, a selection of genetic features subset was used.

IV. DISCUSSION AND CONCLUSION

Video summarization has many applications in various domains such as scene tagging, retrieving scenes, indexing of videos, highlighting useful and semantic scenes, etc. This paper summarizes all the recent methods and techniques used for video summarization. Many researchers and scholars have done lots of work in current research area and still work is going on high peak. These technologies can be advanced and refined in order to detect shot boundary more accurately. The extraction of keyframes needs to be more accurate and represents the semantic and meaningful portion from videos. It is an essential step so that no important information should be missed. Furthermore, research and work can be done in this area to develop more efficient and fast video shot detection algorithms. This application provides the user with most representative and needful information from video as per to his desired requirement and delivers the new mode of viewing the video. Moreover, summarization of videos saves time, energy and provides ease to an individual.

REFERENCES


Combining parameters for detection of ventricular fibrillation

Reji Thankachan¹, Aswathy R Krishnan²

¹Faculty of Department of Electronics and Communication
²Student of M.Tech Signal Processing
¹,²College of Engineering Karunagapally, kollam, Kerala, India

Abstract: The irregularity in human heart beat indicate the disorders associated with it. Identifying the cause of arrhythmias is important in its treatment. The method of correcting shockable arrhythmias using Automatic External Defibrillator (AED) are of great demand in these days. The detection of arrhythmias and defibrillating the irregularity within minimum time from the ventricular fibrillation can considerably minimizes the death rate. Instances were reported in which the external defibrillator failed to act on time or interrupted the non-shockable rhythm as shockable. Research in this area is necessary to develop an effective algorithm that reduces this misrepresentation. The error rate can be minimised by combining various ECG parameters. It is preferable to use right combination of minimum number of parameters to minimise computation time and error rate. This paper uses ten ECG parameters in a combined manner for differentiating ventricular fibrillation and non ventricular fibrillation using Gaussian Support vector machine classifier. This project is simulated using MATLAB. On simulation the Balanced Error Rate is found to be around 7.5 percentage.
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I. INTRODUCTION

Cardiac arrest is a major cause of higher death rate in present day. Initiation of timely treatment is important in life saving. Reason for cardiac arrest determine the type of treatment technique. Defibrillation is a technique for treatment of shockable arrhythmias. Ventricular fibrillation is a class of shockable rhythm which can be effectively treated using defibrillation. It is done by applying electric shock either invasively or noninvasively to heart. Non invasive defibrillators are considered as faster first aid treatment procedure to restore the normal heart rate. The vital component in defibrillator is detection algorithm. Diverse detection algorithms are there that takes into consideration of either time domain, frequency domain, complexity, shape features of ECG signals. These parameters are used in classification of different scenarios of VF, nonVF, ventricular tachycardia, shockable and non-shockable ECG signals. When individual parameter based algorithm is implemented in real time, its performance decrease from the investigated values. Combination of different ECG parameters in detection technique can improve the efficiency[1]. The next vital component in defibrillator is classifier. Classifiers like neural network, support vector machine, KNN classifier etc can be used in classification. The premier work in this field was first introduced by Nitish V Thakor, which uses width, height and area of beat[2] in analysing the arrhythmia. This techniques main drawback is the overload of data collection and time consuming analysis. Later Thakor introduced new temporal based algorithm called TCI[3] and sequential hypothesis was used in classification. This algorithm operates on binary
signal and hence easier than previous work. A spectral domain algorithm was proposed by Kuo called VFleak[4] algorithm, which involve a narrow band rejection filtering in mean frequency of ECG. Another spectral algorithm (SPEC)[5] measures the amount of energy contained in different set of frequency ranges. Y. S. Zhu and Thakor introduced complexity based algorithm (CPLX)[6] that is based on repetitive patterns. Amann proposed two complexity based algorithms, first one uses Hilbert transform called Hilbert transform algorithm (HILB)[7] which has best sensitivity for a given specified specificity, second one is time-delay reconstruction (PSR)[8], at a given specificity it has greater IROC. Both this algorithms identify random behaviour. The main drawbacks of both is that its doesn’t take in to consideration of shape of ECG signal which bear information. H. Li put forward Sample entropy algorithm[9], which uses entropy values. This is useful in analysing short and noisy ECG. Modified and efficient temporal parameter than previously defined TCI named threshold crossing sample count were proposed by M. A Arafat (TCSC)[10] which involve comparison with threshold and counting its crossings. In real time algorithms exhibits advantages and disadvantages. An efficient algorithm must work effectively in real time and can be easily implementable. The shock should not be given to a person with nonshockable arrhythmias. Faster, accurate and efficient algorithm is required in Automatic external defibrillators. Combining parameters with improved efficiency and less computation time is an effective approach for decreasing the error rate. This paper involve joining such features and improving performance.

II. DATABASE

The database of ECG signal are from the the CUDB[11] which are available at the PhysioNet repository. The files contain 8-minute long recordings of VF, normal sinus, flutter etc. The signals are sampled at 250 Hz. Using the annotation provided in recordings, 10-second long each type of ECG signal are taken in .mat format. The description about the records including the sampling frequency, nature of irregularity, age of patient are listed in database. The ECG signals are recorded in time/data format.

III. PREPROCESSING

The ECG is recorded using electrode placed on surface of human body. The signals are of millivolts range. The recording technique is highly sensitive to noise and other artifacts. The irregularity can be due to misplacement of electrodes, muscle movement, non cardiac noises, powerline interference of about 60 Hz from other electromagnetic devices. The noises and other artifacts are removed by four preprocessing methods[1].

1) Mean subtraction Subtracting mean value from the signal
2) Moving average filter A moving averaging filter to eliminate 60 Hz powerline interference
3) High pass filter Baseline drift is minimised using high pass filter of cut off frequency 1 Hz
4) Low pass filtering To reduce muscle noise above 30 Hz second order butterworth low pass filter is used.

IV. ECG PARAMETERS

The preprocessed signal is analysed for duration of 8 - sec

1) Wavelet based algorithm:[12] To find the maximum of absolute values of hyperbola located in wavelet space, wavelet transform followed by fourier transform is defibrillation process.

2) Hurst index: [13] The detailed coefficients of wavelet decomposition of ECG signal up to 4 levels are calculated. From this the Hurst index is calculated by equation:

\[ \log_2 (\text{variance of jth detailed coefficients}) = (2H + 1) \]  

(1)

3) Threshold crossing interval:[3] Average intervals between threshold crossings are investigated.

\[ N = \frac{\text{Number of samples that cross} V_0}{\text{Total number of samples}} \times 100 \]  

(2)

\[ N = \frac{1}{L_e - 2} \sum_{i=1}^{L_e - 2} N_i \]  

(3)

4) Standard Exponential: the ratio[12] between decreasing exponential placed in maximum amplitude with ECG. Decreasing function is given by

\[ E_d(t) = M \times \exp \left( \frac{-|t - t_m|}{\tau} \right) \]  

(4)

5) Threshold crossing sample count:[10] Number of samples that cross the threshold values. On an Le duration episode , TCSC value is evaluated for average Le-2 values.

\[ TCI = \frac{1000}{(N - 1) + \frac{t_2}{t_1 + t_2} + \frac{t_3}{t_1 + t_3 + t_4}} \]  

(5)

6) Modified Exponential: An improved form of STE, called MEA [12], identifying crossing points by placing ECG at relative maximum. Exponential function is given by equation

$$E_i(t) = \begin{cases} A_i \times \exp\left(-\frac{t-t_{m,i}}{\tau}\right) & t_{m,i} \leq t \leq t_{c,i} \\ \text{given ECG signal} & t_{c,i} \leq t \leq t_{m,i+1} \end{cases}$$

(6)

7) Mean absolute value: [3] averaging 2-sec Le $\sum$ 1 consecutive values.

$$|MAV| = \frac{1}{N} \times \sum_{n=0}^{N-1} |x(n)|$$

(7)

8) VF filter: [4] finds frequency with maximum amplitude, if it in frequency range of ventricular fibrillation then VF parameter is calculated. Period is given by the equation

$$T = \frac{1}{f_p} \times f_{sample}$$

where $f_p$ is the frequency correspond to maximum amplitude 3-second ECG and $f_{sample}$ is the sample frequency (250Hz). Parameter is calculated through using the correlation technique and is given by equation

$$VF = \frac{\sum_{j=T/2}^{N-1} x_j + x_{j-T/2}}{\sum_{j=T/2}^{N-1} |x_j| + |x_{j-T/2}|}$$

(9)

where $x_j$ is the $j$th signal sample; $T$ is the period calculated in equation [8] and $N$ is number of samples in 2-sec ECG.

9) Median frequency (FM): [14] Duration of cardiac is calculated using this parameter. This will determine if the defibrillation process will be successful.

$$FM = \frac{\sum_{i=1}^{n} f_i \times p_i}{\sum_{i=1}^{n} p_i}$$

(10)

10) Spectral Algorithm: [12] using Fourier analysis the energy contained in different frequency bands are estimated.

V. SVM CLASSIFIER

SVM is an efficient classification technique which creates a optimal separating hyperplane with maximum margin. The ECG parameters calculated are nonlinear in nature. So Gaussian SVM is used for classification. All the features estimated are used for training the Support Vector Machine classifier. In nonlinear data SVM map the two classes using kernel method [15], here gaussian kernel is used and form discriminant function that minimizes the cost function

$$\min_{\gamma,\xi} \frac{1}{2} \|X\|^2 + R \sum_{i=1}^{M} \xi_i$$

subject to $y_i(\langle \phi(v_i), x_i \rangle) + a - 1 + \xi_i \geq 0$

$$\xi_i \geq 0, i = 1 ... M$$

(11)

(12)

(13)

where $f(v_i)$ maps the nonlinear data to a higher dimensional space, $x_i$ represent the slack variable and $R$ determine the shape of discrimination function and is the regularization parameter. As the parameters are nonlinear Gaussian type SVM is used for classification.

VI. PERFORMANCE EVALUATION

The performance of the detection algorithm is evaluated using Sensitivity (SE): the proportion of correctly identified VF, Specificity (SP): [1] the proportion of correctly identified non-VF.

$$SE = \frac{True Positive}{True Positive + False Negative}$$

(14)

$$SP = \frac{True Negative}{True Negative + False Positive}$$

(15)
True positive (TP) indicates the number of signals correctly classified as VF, True negative (TN) is the number of signals correctly detected as NVF, False positive (FP) is the number of NVF classified as VF and False negative (FN) is the number of VF classified as NVF. The efficiency of the classifier is estimated by Balanced Error Rate (BER), positive predictivity (PP) and accuracy (AC).

\[
BER = \frac{1}{2} \times \left( \frac{FN}{PC} + \frac{FP}{NC} \right) \quad (16)
\]

\[
PP = \frac{TP}{TP + FP} \quad (17)
\]

\[
ACC = \frac{TN + TP}{PC + NC} \quad (18)
\]

where \( PC = TP + FN \) and \( NC = TN + FP \). As indicated in previous paper [1] as the number of parameters increases, the BER decreases. The 10 parameters are calculated for VF and non VF ECG signals. The SVM is trained using these parameters.

**TABLE I**

**TESTED SAMPLE OUTPUTS**

<table>
<thead>
<tr>
<th>Tested sample</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>NonVF</td>
<td>33</td>
</tr>
<tr>
<td>VF</td>
<td>33</td>
</tr>
<tr>
<td>TP</td>
<td>30</td>
</tr>
<tr>
<td>FP</td>
<td>2</td>
</tr>
<tr>
<td>TN</td>
<td>31</td>
</tr>
<tr>
<td>FN</td>
<td>3</td>
</tr>
</tbody>
</table>

On testing samples and evaluating the performance is given by

**TABLE II**

**PERFORMANCE EVALUATION**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value (in percentage)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SE</td>
<td>90.9</td>
</tr>
<tr>
<td>SP</td>
<td>94</td>
</tr>
<tr>
<td>ACC</td>
<td>92.42</td>
</tr>
<tr>
<td>PP</td>
<td>93.75</td>
</tr>
<tr>
<td>BER</td>
<td>7.5</td>
</tr>
</tbody>
</table>

On comparing with previous studies stated in [1] which uses 13 set of ECG parameters, the BER is always above 8. It also stated that the BER can be decreased by increasing the number of ECG parameters. This paper aims at combining 10 parameters and thereby reducing BER. On evaluation, the BER is found to be around 7.5 which is less compared to the BER in [1] and by using lesser number of parameters. The accuracy has improved even without the use of feature selection in classifier. Meanwhile sensitivity and specificity decreased than in [1].

**VII. CONCLUSION**

The detection algorithm using combination of 10 parameters leads to better BER and accuracy than previous studies which uses 13 parameters. The Specificity and sensitivity parameter needs to be further improved for real-time application. This can be done by using complexity parameter along with temporal, spectral and wavelet based parameters. Avoiding those parameters that have less detection performance and combining those of high performance can improve performance and computation time.
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Abstract: Every surgical item used during surgery (e.g., sponges) must be accounted for after surgery to ensure that none of these items is left inside the patient. Despite the numerous precautions in place, in approximately 1 in 1500 cases, something gets left behind inside the patient’s body. This paper presents ASSIST, an automated system for surgical instrument and sponge tracking that increases the safety of surgical procedures. ASSIST utilizes RFID technology to aid in accounting for all items used during surgery. The design takes into account safety, simplicity, ease of deployment, and ease of use. An initial evaluation utilizing RFID-tagged sponges demonstrates that ASSIST can reliably track surgical sponges with minimal impact to current operating room procedures. Sources of error that can impact the reliability of the system are also discussed.

Key words: ASSIST—Automated System for Surgical Instrument and Sponge Tracking, RFID—Radio Frequency Identification

INTRODUCTION

One dangerous medical error that can occur during surgery is unintentionally leaving a surgical instrument or sponge inside a patient. Commonly known as retained foreign object this error can lead to in ammation, obstruction, perforation, sepsis, and sometimes death. The problem is thought to be avoidable when stringent manual counting guidelines are followed by Operating Room (OR) personnel. While these guidelines are very effective in reducing the risk, the problem persists. Some estimates report that the incidence can be as high as 1 in 1500 surgeries. Human error is not the only drawback of manual counting. During sponge counting, nurses are unable to provide support for the surgeon as they are focused on accurately counting sponges. Each sponge count takes a couple of minutes, with at least three counts per surgical procedure. Under these counting procedures, the nurse is inevitably distracted from her primary role for a significant part of the time. Also when a miscount is found, there is a significant increase in the OR time since an x-ray of the patient is many times required. Some hospitals x-ray every patient after any open cavity operation, which requires a radiologist to be available after every surgery and unnecessarily exposes the majority of patients to radiation. This paper presents ASSIST, an automated system for surgical instrument and sponge tracking that increases the safety of surgical procedures. With ASSIST, RFID (Radio Frequency Identification) technology is used to detect and uniquely identify each surgical item at various stages during surgery. The use of low frequency RFID enables reliable detection of tags even when soaked in body fluids, in the vicinity of metallic objects such as surgical tools, or inside a patient’s body. A software-based inventory component keeps track of every item, and enables users to quickly identify the state of the procedure through a color-coded interface while ASSIST can track any item tagged with an RFID device, our initial design focuses on retained sponges (a.k.a. gossypiboma) as they constitute the majority of retained foreign body cases. A check-in station verifies the content of a package and registers each tagged item in a database to keep an inventory. A check-out station, consisting of a smart bucket where sponges are discarded, accounts for used sponges. The number of items in-use is
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displayed to the user at all times. If zero, all items are accounted for. Otherwise a patient scanner is available to detect whether a missing sponge is still inside the patient. ASSIST has several benefits over current practice.

First, it eliminates false-positives, i.e., counts that appear to be complete when a sponge is still missing, which are estimated to account for more than 80% of cases of retained foreign objects. Second, ASSIST eliminates unnecessary exposure to x-rays as only those patients that appear to have unaccounted items need to be x-rayed. Third, it reduces the operational cost to the hospital by reducing nurse and OR time required for each intervention. Finally, real time information on the state of retained foreign objects allows the surgeon to close an incision without delay. Our initial investigation shows that our system can reliably account for 100% of tagged sponges during surgery. High level of reliability is attained by RFID verification during check-in, and continuous counting with multiple orthogonal antennas at the check-out bucket. The read rate is maximized by utilizing random antenna selection between consecutive reads. The measured check-in time for a 10-sponge packet is just 2 seconds, while regular check-out time is between 1 to 5 seconds when several sponges are thrown into the bucket at the same time. Experiments also show that we can detect missing sponges inside an in vivo porcine model, with an RFID patient scanner, in less than 5 seconds.

In healthcare, RFID has two major areas of application: administrative and direct-patient. Administrative applications include supply chain, smart shelving, and equipment and/or pharmaceuticals tracking. RFID technology is becoming well established in these areas due to efficiencies established in commercial and industrial sectors. Direct-patient applications, on the other hand, are still in their infancy largely because they can have a direct impact on the patient’s health. One example is VeriChip, approved by the FDA in 2004, and offers implantable RFID chips containing personal medical information to help limit medical treatment errors. ASSIST will also require FDA approval as it directly affects patients’ health and safety. Two general variants of RFID technology exist; active tags, which require an internal power source, and passive tags, which rely on the incoming radio frequency signal to power up and respond to commands. Both tag systems operate in different frequencies; low, high, ultra high, and microwave. Low frequency (LF) tags work in the 125-148 KHz range and utilize magnetic fields for communication. They range and utilize magnetic fields for communication. They metals, and most electromagnetic (EM) noise sources. High frequency (HF) tags work at 13.56 MHz, can read some distance through liquids, and are susceptible to noise and antenna detuning in the presence of metals. Higher frequency RFID devices utilize electric fields for communication which are attenuated by liquids and are therefore not suited for tracking liquid soaked sponges. Finally, there are two families of anticollision protocols: binary tree and Aloha. The binary tree protocol provides a deterministic approach to read every available tag, while Aloha derived protocols are purely stochastic and rely on probability to ensure that every tag is read. RFID is well suited for automating sponge counting in the OR. It allows us to uniquely identify each tag and reliably account for each one during surgery. We chose passive tags as they do not require an internal energy source, last much longer than active tags, can be made in much smaller sizes and can be manufactured at a significantly lower cost. Low frequency tags enable us to search for items within a patient with high reliability as organs, bones, and body liquids are transparent to magnetic fields. In addition, we choose tags that utilize a binary tree anticollision protocol as we need to account for every item before and after surgery with the highest certainty.

Our approach is to develop an electronic inventory that can keep track of every surgical item used during surgery. RFID is used for non-line-of-sight identification (a unique serial number for each sponge can be received by wireless means). A check-in station, a check-out station, and a patient scanner are used by OR personnel to track and/or find sponges throughout the surgery. All of these components are controlled via a software system that utilizes a color-coded interface.

A. CHECK-IN STATION

The check-in station consists of two orthogonal RFID antennas surmounted on top by a perpendicular UPC barcode reader. A design is depicted in Figure 1. The check-in station is small, simple, and occupies very little space. The UPC barcode identifies a package and the number of items within it. Before accepting the package, ASSIST verifies number of items in it, which is gathered from barcode information. If the package contains a bad RFID tag, the reader will recognize the discrepancy and subsequently direct the removal of the package. In addition the barcode provides us with a description of the type of sponge associated with each RFID tag. Note that this barcode can be easily replaced by an RFID-based Electronic Product Code (EPC). It is also possible to store the barcode information in the RFID tags already available inside the sponges. While this is possible, it would increase the price of the tags as they would require read/write memory to hold this information instead of just a unique read-only ID. In addition, sponge manufacturers would have to ensure that the RFID tags that they attach to the sponges are programmed with the correct information. Further, the same sponge may be packaged in different quantities, which requires different codes to be inserted in tags that are destined for different packages. As such, it is simpler to attach that information to the packaging means of a barcode or EPC.

When a package is accepted, every item is registered into the system inventory where it can be tracked throughout the surgery. As previously stated, each sponge is distinguishable by its RFID tag which has a unique serial number.

B. CHECK-OUT STATION

A stainless-steel bucket, commonly known as a kick bucket, is the normal depository for used sponges in the OR. It is small, simple, and convenient. Our approach is to provide a new kickbucket with a similar form factor, enabling the OR to replace existing ones with minimum disruption. The ASSIST kickbucket is equipped with an RFID reader, five orthogonal antennas (four sides plus the bottom), and the means to talk to the software component that keeps track of the inventory (i.e. wireless serial port). Since every RFID tag is equipped with a unique serial number, no sponge is counted more than once. A design is depicted in Figure 2. The ASSIST kickbucket continuously scans for sponges and updates the inventory accordingly. While 5 antennas may seem excessive, our initial results suggest that we require all of them to ensure that all the sponges are read reliably without any significant involvement from OR personnel. Further design refinement may result in a more economical design, but such considerations are left for a subsequent design phase. Although the ASSIST kickbucket is intended for use throughout the surgery, the OR staff can also use another, non-RFID equipped kickbucket to dispose sponges, and transfer them all (possibly in a bag) into the ASSIST kickbucket at the end of the surgical procedure.

C. PATIENT SCANNER

When a sponge is considered "missing", current practice OR procedure dictates that an x-ray of the patient be taken. This requires an x-ray machine to be brought into the OR, or that the patient be moved to an x-ray equipped location.
A radiologist needs to be called to read the x-ray. The x-ray may not reveal the missing sponge, especially in cases where the sponge is likely to be surrounded by bones (e.g., heart surgery). A patient scanner can be used to detect, and somewhat localize, missing sponges in the patient. We use a blanket embedded with a large antenna that allows us to reach deeper into the patient, increasing the chance of finding any missing sponge. Smaller antennas may also be embedded in the blanket to localize the missing sponge. Any sponge found by the patient scanner is identified as "In-Patient" in the software inventory. While very convenient, some medical devices may react inappropriately to the presence of an RFID patient scanner. For example, a recent study by the FDA shows that RFID can interfere with pacemakers and Implantable Cardiac Defibrillators. These patients can still benefit from ASSIST accurate inventory system, but must resolve to other means of finding missing sponges when necessary (e.g., x-ray).

SOFTWARE SYSTEM

It is routine for most OR facilities to utilize computer monitors during surgical procedures. Our approach is to incorporate our inventory software-based approach with the current OR computer infrastructure. In general, the software system should be multi-layered, extensible, and fault tolerant enforcing when possible the policies in place to ensure compliance with the new procedure. ASSIST uses two databases; the surgical items registry, and the inventory. The registry contains barcode information for each package (i.e. description, quantity). The inventory keeps track of all items that have been checked-in as they pass through the system and makes sure that every item is accounted for after the surgery is complete. Any missing item will be reflected in the inventory, at which time the patient must be scanned by the patient\'s scanner and/or x-ray. An overview of the different databases and the flow of the procedure is shown in Figure 3. The Graphical User Interface ties together all the different components of the system. A snapshot of the ASSIST GUI

Fig. 4: GUI

Fig. 5: Equipment

Antennas One Cycle Five Cycles

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>63.9%</td>
<td>71.7%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>63.9%</td>
<td>71.7%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>84.4%</td>
<td>94.4%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>91.4%</td>
<td>98.6%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>97.2%</td>
<td>100.0%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
EXPERIMENTAL RESULTS

Our prototype system comprises of a Frosch Electronics Low Frequency RFID reader with a built-in multiplexer, seven 18x18 cm PCB antennas, a 30x40 cm at cable ribbon antenna for the patient scanner, a Symbol Omni-Directional barcode scanner, and approximately 100 passive low-frequency hitag1/S RFID tags. Figure 5 shows some of the parts used in our experiments. All RFID tags where glued inside Kendall 4x4 raytec sponges (one in each). Two PCB antennas were arranged orthogonal to one another in the check-in station, with the barcode scanner on top. The other five PCB antennas were arranged around the sides of the ASSIST kick-bucket, while leaving the top open. Tag orientations inside the kick-bucket are random. Mutual inductance between tags that are in close proximity can change their frequency response and make them unresponsive to the tag reader. The packaged sponges can be arranged in such a way that they do not interfere with one another but there is no such control over the position of the used sponges in the bucket. Our initial experiments examine the reliability and feasibility of the system using dry sponges with RFID tags. First, we identified the number of antennas required to reliably detect sponges in the check-out bucket. We deposited 40 tagged sponges in the bucket, and noted the number of sponges found when using different numbers of antennas and performing one or multiple read cycles. A read cycle consists of one read from each of the antennas, so five cycles with one antenna is identical to reading five consecutive times from the same antenna. The experiment was repeated 20 times, revolving the sponges each time so that they ended up in different positions. Table I shows that we required all five antennas, and multiple read cycles, to reliably detect all sponges in the bucket.

![Fig. 6: Time to read sponges with one antenna, 5 antennas, and 5 cycles with 5 antennas](image)

Reading from five antennas multiple times will introduce some unavoidable latency. Figure 6 shows how the read latency increases as more sponges are deposited in the bucket. Reading from multiple antennas resulted in less than 10% (1/2 second) additional latency. The overhead is low because the anti-collision procedure turns off tags as it reads them, and so consecutive reads from other antennas will find a smaller set of tags to read from. Performing 5 cycles introduces another few seconds of latency. As we are using a multiplexer, only one antenna at a time can send the refresh signal to make sure that the tags stay in silent mode. Tags that are not aligned with that antenna do not hear this signal and so they turn on again, and are read again by another antenna in consecutive cycles.

### TABLE I:

<table>
<thead>
<tr>
<th>Antennas</th>
<th>One Cycle</th>
<th>Five Cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>63.9%</td>
<td>71.7%</td>
</tr>
<tr>
<td>2</td>
<td>74.7%</td>
<td>91.7%</td>
</tr>
<tr>
<td>3</td>
<td>84.4%</td>
<td>94.4%</td>
</tr>
<tr>
<td>4</td>
<td>91.4%</td>
<td>98.6%</td>
</tr>
<tr>
<td>5</td>
<td>97.2%</td>
<td>100.0%</td>
</tr>
</tbody>
</table>

**Number of antennas required to reliably find 40 sponges in check-out bucket.**

can be seen in Figure 4. It contains three-panels, each with color-coded identifiers which allow OR staff to quickly and easily identify any problem and assess the state of the procedure.
The system was then tested on a more realistic setting at the Johns Hopkins Minimally Invasive Surgery Training Center (MISTIC) center. ASSIST was used in five in-vivo pig surgeries, on three different sessions. Each operation consisted of an open abdominal and/or thoracic cavity surgery where organs were explored, and sometimes extracted, as they would be in a regular surgery. RFID tagged sponges were used in each intervention. Sponges were deliberately left inside the "patient" after surgery, and the system correctly determined the number of sponges missing each time.

Using one antenna could not reliably read the complete pool of sponges as the RFID tags lied in random orientations with only a subset appropriately aligned to the field lines of a single antenna at any one time. We had to redistribute the sponges several times in order to read all tags in one cycle.

**Test Detail Result**

- Time to check-in 10 sponge pack: 2 seconds
- Time to find 7 sponges thrown into bucket: Empty Bucket 2 seconds
  - (filled online reading) 25 sponges 3 seconds
  - 45 sponges 6 seconds
  - 60 sponges 10 seconds
- Time to find all sponges simultaneously in the bucket: 45 sponges 12 seconds
  - (offline reading) 60 sponges 31 seconds

**Table II:**

<table>
<thead>
<tr>
<th>Test</th>
<th>Time Detail</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time to check-in</td>
<td>10 sponge pack</td>
<td>2 seconds</td>
</tr>
<tr>
<td>Time to find 7 sponges thrown into bucket</td>
<td>Empty Bucket</td>
<td>2 seconds</td>
</tr>
<tr>
<td>(filled online reading)</td>
<td>25 sponges</td>
<td>3 seconds</td>
</tr>
<tr>
<td></td>
<td>45 sponges</td>
<td>6 seconds</td>
</tr>
<tr>
<td></td>
<td>60 sponges</td>
<td>10 seconds</td>
</tr>
<tr>
<td>Time to find all sponges simultaneously in the bucket</td>
<td>25 sponges</td>
<td>6 seconds</td>
</tr>
<tr>
<td>(offline reading)</td>
<td>45 sponges</td>
<td>12 seconds</td>
</tr>
<tr>
<td></td>
<td>60 sponges</td>
<td>31 seconds</td>
</tr>
</tbody>
</table>

Time that ASSIST takes to detect and account for sponges in different scenarios.

We then performed a series of "hide-and-seek" tests where one person hid sponges in different locations within the animal, and another looked for the missing sponges with the patient scanner. Sponges were hidden around the stomach, in the pelvic hole, and behind the sternum and ribs, including areas around the heart. On each occasion, all of the missing sponges were successfully found in less than 5 seconds of scanning. Reverse experiments were also performed, where multiple (>5) sponges were left in the patient around the abdomen and the chest, and the patient scanner was used to find all sponges before a count was performed in the bucket, i.e., the person scanning did not know how many sponges were missing.

Each time, the final count of the bag revealed all sponges were successfully found without having to re-scan the patient. Once the animals were euthanized, we collected enough blood to test the reliability of the system after the sponges were immersed in blood. This way, we could perform a realistic evaluation of the reliability of the system under realistic surgical conditions (bearing in mind that wireless signals can be affected by uids and metals). A different number of blood-soaked sponges were used on three different occasions: 25, 45, and 60. The sponges were redistributed randomly on each trial. We found that, with one cycle through all five antennas, the detection rate was about 95%. With multiple (5) repeated cycles the detection rate was between 98% and 100%. While dry sponges did achieve 100% detection rate, the blood soaked ones were not always all found. One solution was to agitate the sponges (i.e., shake the bag). We found that a small movement of the bag quickly resulted in 100% detection rate. However, we also found that randomly selecting the antenna between consecutive reads produced 100% read rate, without having to move the sponges. This finding basically reacts the benefit of anticollision from adjacent reads.

Table II shows a summary of what a user would experience when using our system. The average time to check-in a sponge packet is just under 2 seconds. The average time to check-out sponges varies depending on the number of sponges in the bucket, with a steep increase in latency when 60 sponges were inside the bucket. Finally, we performed experiments where metal instruments were "inadvertently" dropped in the bucket (a few surgical scissors). We had to move the sponges on 2 occasions, out of 15 tries, to be able to detect all sponges in the bucket. However, while it did take some additional effort to find them, all of the sponges were reliably, and accurately, accounted for by the ASSIST system.
**SOURCES OF ERROR**

ASSIST provides an alternate mechanism to keep track of surgical sponges during surgery. Several key advantages exist over current practice, including no false-positives, the ability to eliminate false-negatives, time savings, added confidence, and elimination of unnecessary x-ray exposure. However, as with other systems[10], ASSIST is susceptible to a variety of issues. While the likelihood of some of these conditions occurring is very small, it is important to be aware and understand what can go wrong.

- **Protocol violation:** An item that was never checked in may be used during surgery, at which point the final count cannot be trusted. We can distinguish any unchecked item at check-out and report the problem. The nurse must identify the number of sponges that are likely to have been missed during check-in (i.e., typical quantity in package) and make sure the Never Checked-In count in the ASSIST software re-erects this number. The patient should also be scanned with a patient scanner and/or x-ray.

- **Damaged RFID Tag:** Any damaged RFID tag will not be able to be checked-in by the system. The barcode scanner prevents this type of error from becoming a problem as it will make sure that all of the tags are readable before they are used in surgery. However, there is a finite probability that a tag that is working when checked-in stops working during the procedure. This will result in a false negative. In this case, a manual count can be performed to verify the number of checked-out sponges.

- **Unreliable Manufacturing Process:** While ASSIST can detect and/or race a tag for single-errors like a damaged RFID tag, double-errors can occur in an unreliable manufacturing process. For example, if a 10-pack of sponges contains 11 sponges, and one of these sponges is either untagged or with a damaged tag, ASSIST will accept the package, but only 10 sponges will be entered into the inventory. While extremely unlikely (as it requires that there is a packaging error and that one of the RFID tags in the package is damaged or missing), we should be aware of the possibility as this kind of error can ultimately result in an unreliable system. One possible solution is to have the OR nurse manually count sponges, during check-in, to verify the expected quantity in the box.

**RELATED WORK**

A recent case-control study showed that the risk of retained foreign objects increases during emergencies, unplanned changes in procedure, and in patients with high body-mass index. However, more astonishingly, they show that 88% of analyzed cases involved a final count that was erroneously thought to be correct (false positive). Other case control studies show a similar trend. A variety of approaches have been proposed to mitigate the problem of retained foreign objects following surgery. Software[12], to reduce human-error during manual counting.

This method is simple and does not significantly change the current procedure. Another approach, patented by Sur的情形 Medical, uses a printed barcode on each sponge with a unique identification number. This requires nurses to manually check-in and check-out every sponge with a line-of-sight barcode reader, a process that must be made more difficult by the presence of blood.

Others have looked at the problem of finding sponges inside a patient. In one approach, an electronic tag is inserted in every sponge. In our approach, they choose a LF (in their case 50 to 70 kHz) tags. Six sponges were hidden in the abdomen and the thorax of 50 cadavers weighting between 45 and 190 kg, and 100% of the tags where found. Another low frequency solution, at 145 KHz, is commercially marketed by RF Surgical Systems. Note that these systems lack unique identification means as in RFID therefore, they cannot provide an accurate inventory of the surgical instruments before and after the procedure. Another study evaluated the use of a wand to find high frequency (HF, 13.56MHz) RFID tagged sponges in 8 patients. A sponge was hidden in the abdomen of each patien. The RFID wand reliably detected each of the sponges, within five seconds. However, more studies are needed with HF RFID to validate its use for detecting sponges inside patients. High frequency signals are attenuated by body uids and can be obstructed by bone, so the depth of field is likely to be insufficient for patients with large body mass. An alternate system has been proposed by Clearcount.

Medical Solutions. In their approach, HF RFID tagged sponges are tracked using a stand-alone device that has a scanner on one side and a waste disposal bucket on the other. The sponges are detected as they pass into the bucket rather than being detected inside the bucket, which has potential for errors when many sponges are thrown in together. The high frequency tags can be read at a faster rate than low frequency ones which helps to ensure that all of the sponges are detected as they enter the bucket but the trade-off is poorer penetration of body uids leading to difficulty detecting the sponges inside the patient and also when wadded together. As this is a stand-alone system it does not integrate into the OR software but simply offers the user information on how many sponges have been checked in and checked out. There is no published data available on this system, so it is not possible to compare it’s reliability with ASSIST.
CONCLUSION

ASSIST provides the OR staff with a reliable and accurate record of the status of each surgical item throughout the surgical procedure. Human error is minimized as the system eliminates false-positive (mistakenly complete count) and reduces false-negatives (the mistaken belief that a sponge is missing). Also, we cut down the time and effort that is otherwise needed for manual counting during for each intervention. Sources of error were identified, and the system was evaluated under realistic surgical conditions.
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Abstract: The digital cameras test scenes utilize a color channel cluster of mosaic example (e.g., the Bayer example). The demosaicking of the color samples in [4] is basic to the picture essence. It displays another shading demosaicking procedure of ideal directional sifting of the green-red and green-blue contrast signals. Expecting it that the essential distinction signals (PDS) between the green and the red/blue channels are low pass, the missing green samples are robustly decided in both even and additionally vertical bearing by the direct least mean square-mistake estimation (LMMSE) procedure. These directional evaluations will be then ideally intertwined to further enhance the green gauges. In conclusion, guided by the demosaicked full-determination green channel, the other two shading channels are recreated from the LMMSE separated and intertwined PDS.

Keywords: Color Demosaicking, Bayer color filter array (CFA), directional filtering, linear minimum mean square-error estimation (LMMSE).

I. INTRODUCTION

Demosaicking is a technique used to find the value of each pixel of interpolated image. Today we found that the digital cameras resolutions are more and more but the logic is same. Color filter array (CFA) is used in the digital cameras sample scenes (eg: Bayer Pattern). Image quality is more concern with the demoaicking of color samples. New technique of color demosaicking i.e. Directional Linear Minimum Mean Square Error Estimation is used to determine the color samples with the difference of green-red and green-blue samples. Directional Linear Minimum Mean Square Error Estimation (DLMMSE) technique is used to evaluate primary difference signals (PDS) between green and red/blue channels in horizontal as well as vertical directions. These estimations are further used to enhance the value of the green channel by fusing together. At the end both the red and the blue are calculated by demosaicked full resolution green channel estimated above. By performing this method we found the PSNR and the visual perception to be more accurate [10]. If we consider there is a square grid in which red, blue and green color are arranged in such a manner that each square of four pixels has on red, one blue and two green filter as shown in Figure 1. It is because our eye is more perceptive to green color as compared to red or blue. There are many different techniques to measure Peak Signal to Noise Ratio (PSNR). Few of them are Pixel Doubling Interpolation, Bilinear Interpolation, Gradient Based Interpolation and High Quality Linear Interpolation. J. E. Adams et al [3] describes basic methods which can be used in for demosaicking explained with advantages and disadvantages of individuals. The four methods explained in these papers are pixel doubling interpolation, bilinear interpolation, gradient based interpolation and high

quality linear interpolation. All these techniques use a simple Bayer pattern color filter array. B. K. Gunturk, Y. Altunbasak and R. M. Mersereau et al [7] explains the advanced cameras utilization color channel clusters to test red, green, and blue hues as per a particular sample. At the place of every pixel one and only coloring specimen is taken, and the estimations of the other hues must be interjected utilizing neighboring tests. This shading plane interjection is known as demosaicking; it is one of the critical undertakings in a computerized camera pipeline. Many digital cameras uses single sensor array which is used to capture an image. On every pixel, stand out of the three essential hues (red, green and blue) is examined. Here we are utilizing Bayer color filter array (CFA). To reproduce a full color picture the missing shading examples need to be interjected by a procedure called color demosaicking. The nature of these reproduced color pictures relies on the picture substance and the demosaicking strategy we are utilizing.

Previously we have used the nearest neighbor techniques, bilinear interpose and couple of other different methods to demosaicked the image. Those methods were easily used and therefore suffer from some problems like blurring, blocking and zipper effect at the edges. The smooth hue transition (SHT) methods interpose the luminance channel i.e. green and chrominance channels i.e. red and blue. After we get the green channel by bilinear interpolation, we get the red and blue channels by bi-linearly interposing the red hue (the ratio of red to green) and blue hue (the ratio of blue to green). Although the SHT methods have the interrelation between the red, the blue and the green channels, they will result in large interpolation errors in red and blue channels when green values unexpectedly modified.

Many demosaicking methods avoid interpolating at edges, as human visual systems are very perceptive to the edge organization in an image. At each pixel the gradient is calculated, and the color interpolation is done by using directionally based on the determined gradient. Directional filtering is very prominent way for color demosaicking that gives competing results. The best known directional interpolation scheme is the second order Laplacian filter [2]. When the green examples are filled in the picture, then after the red and the blue specimens are interjected comparably with the rectification of the second request slopes of the green channel. One more slope based demosaicking system displayed by Chang et al [7] is utilized as a situated of slopes in diverse bearings in the 5x5 area focused at the pixel to be interjected. A subset of the arrangement of these slopes is chosen by versatile limit. Another type of color demosaicking techniques is iterative method, which we can also be used with the gradient-based methods. Iterative demosaicking process consist of two-step i.e. of an enhancement step and a reconstruction step [13]. Based on its eight neighbors, we calculate eight directional derivatives at each pixel. Another iterative demosaicking strategy was given by Gunturk [7]. Investigating the way that the three color channels of a characteristic picture are profoundly connected. Firstly the picture is inserted by utilizing Bilinear or other demosaicking routines, and afterward green channel is upgraded by the high recurrence data of red and blue channels. Finally a wavelet based iterative procedure was utilized to upgrade the high recurrence points of interest of the red and blue channels as indicated by the green channel.

In all sort of color demosaicking strategies inclination examination plays an essential or we can say a focal part in reproducing sharp edges. On the other hand, the inclination estimation may not be hearty when the info sign surpasses the Nyquist recurrence. This demonstrates that the fundamental driver of shading relics in demosaicked pictures [4]. A typical proceeding in color demosaicking is to endeavor the relationship between the color channels. As we realize that the three shading channels for a characteristic picture are very interrelated, the distinction between the green channel and the red or blue channel constitutes a smooth (low-pass) process. Besides, we watch that this shading distinction sign is not related to the interjection slips of inclination guided shading demosaicking routines, which is essentially band-pass process.

II. MINIMUM MEAN SQUARE ERROR

These considerations provide a principle for calculating the color difference signals by minimum mean square-error determination method [11], which provides a good approximation to the optimal determination in mean square-error. The minimum mean square-error determination are obtained in both vertical as well as horizontal direction, and then fused optimally to remove the demosaicking
noise. At the end, the full resolution for three color channels are rebuilt from the minimum mean square-error determination filtered difference signals. The practical results proves that this new color demosaicking technique gives better improvement both in PSNR measure and visual perception. This technique is basically used for Bayer pattern which is mostly found everywhere, but it can be elongated for other CFA patterns also [5]. To take an advantage of spectral interrelations, we calculated the red-green and the blue-green difference images, called primary difference signals (PDSPDS), instead of precisely getting the missing color samples.

A linear model as shown in Figure 2 is used to show and calculate the red-green and the blue-green PDS signals. Observed PDS values are showed as the sum of color interpolation error (IE) and true PDS. Based on the second order measurements of these components, a minimum mean square error determination method is used to calculate the PDS from the strident measurements. From the calculated PDS, we determined a full resolution green image. The red and the blue channels are then after recovered.

### III. PRIMARY DIFFERENCE SIGNAL AND DIRECTIONAL DEMOSAICKING NOISE

To estimate high-frequency countenance ahead the Nyquist frequency of Color Filter Array, a color demosaicking scheme depends on some additional properties for the input color signals. A very common property is the interrelation between the sampled primary color channels: i.e. the red, the green, and the blue. To exploit this property in demosaicking method, let us find the relationships between the green and the red channels, and between the green and the blue channels. There are number of reasons why the green channel has a major role in our determination of omitted color samples. Firstly, the green channel has double of the total samples as the other two channels in the Bayer mosaic pattern. Secondly, the perceptiveness of the human eye at the green wavelength. Thirdly, the green channel is close to the red and to the blue than the difference between the red and the blue in wavelengths [6].

We assume that the difference images between the green and the red channels and between the green and the blue channels are low-pass signals, that are referred one after the other as primary difference signals (PDS) and are denoted by

\[
\Delta_{g,r}(n) = G_n - R_n \quad \Delta_{g,b}(n) = G_n - B_n
\]

Where \( n \) is known as the position index of the pixel.

We calculate PDS \( \Delta_{g,r} \) and \( \Delta_{g,b} \) instead of particular color channels directly because random processes \( \Delta_{g,r} \) and \( \Delta_{g,b} \) have some statistical properties that can be extracted for demosaicking. We are interested in how the demosaicking noise relates to \( \Delta_{g,r} \) and \( \Delta_{g,b} \). The most effective color demosaicking filters is the second-order directional Laplacian filter which is depends on a robust basis that \( \Delta_{g,r} \) and \( \Delta_{g,b} \) are constant in either horizontal direction or vertical direction. The major question is that which Interpolation heading is to be chosen

Using the interpolated missing green and red values, we obtain two conclusion of the arbitrary mechanism Delta g, r in horizontal and vertical directions as shown in Figure 3, respectively

\[
\Delta_{g,r}(i) = IG_{hi} - R_{hi}, \quad G \text{ is interpolated}
\]

as opposed to settling on a brutal choice, we can make two different determinations of a missing essential shading specimen in level and vertical bearings, and afterward consolidating the two determinations.

We have seen the design of the Bayer sample. A section and a column of exchanging green and red specimens cross at a red inspecting location, where the missing green quality is to be resolved. Correspondingly we go for blue channel too. Similarly we go for blue channel also. We denote the red sample at the center of the window as \( R_0 \). Its interlaced red and green neighbors in horizontal

---

direction are labeled as $Rh$, $i^1, i^2, ..., i^4$, $1^2, 1^3$ and $Gh$, $i^1, i^2, ..., i^3, 1^1, 1^3$ respectively; similarly, the red and green neighbors of $R0$ in vertical direction are $R0$, and $Ri$.

To get some coarse dimensions of PDS $\Delta g, r$ and $\Delta g, b$, we first interpose the omitted green samples at red and blue pixels and then interpose the missing red and blue samples at green samples. Any of the prevalent interpolation methods for color demosaicking may be used.

For any red original sample $Rhi$ or $Rhj$, the corresponding omitted green sample is interpolated as

$$IG_{hi} = \frac{1}{2} (G_{hi+1} + G_{hi+2}) + \frac{1}{4} (2 \cdot G_{hi} - G_{hi+1} - G_{hi+2})$$

$$IG_{vj} = \frac{1}{2} (G_{vj+1} + G_{vj+2}) + \frac{1}{4} (2 \cdot G_{vj} - G_{vj+1} - G_{vj+2})$$

Similarly, for any original green sample $Ghi$ or $Gvj$, the corresponding omitted red sample is interpolated as

$$IR_{hi} = \frac{1}{2} (R_{hi+1} + R_{hi+2}) + \frac{1}{4} (2 \cdot R_{hi} - R_{hi+1} - R_{hi+2})$$

$$IR_{vj} = \frac{1}{2} (R_{vj+1} + R_{vj+2}) + \frac{1}{4} (2 \cdot R_{vj} - R_{vj+1} - R_{vj+2})$$

The measurement errors associated with $I\Delta g, r$ and $I\Delta g, r$ are

$$E_{g, r} = \Delta g, r \cdot I \Delta g, r$$

We regard $I\Delta g, r$ and $I\Delta g, r$ to be two observations of $\Delta g, r$ and, accordingly, $E_{g, r}$ and $E_{g, r}$ to be the correlative directional demosaicking noises, and rewrite and as

$$I\Delta g, r = \Delta g, r \cdot E_{g, r}$$

$$I\Delta g, r = \Delta g, r \cdot E_{g, r}$$

Now, the we have to find an optimal estimate of $\Delta g, r$ from the two observation sequences $I\Delta g, r$ and $I\Delta g, r$, and then acquire the omitted green values. The evaluated algorithm will be developed in the next step.

To abridge the notations, we express by $x$ the true PDS signal $\Delta g, r$ and by $y$ the linked observation $I \Delta h, r$ or $I \Delta v, r$ and by $\nu$, the linked demosaicking noise $E_{g, r}$ or $E_{g, r}$, namely

$$y(n) = x(n) + \nu(n)$$

The optimal minimum mean square-error estimation (MMSE) of $x$ is

$$\hat{x}(n) = E_{g, r}$$

### IV. INTERPOLATION OF OMITTED RED (BLUE) SAMPLES AT THE BLUE (RED) SAMPLE LOCATIONS

We firstly interpolate the omitted red sample at a blue pixel $B_h$, $B_{i^1}$, $B_{i^2}$, $B_{i^3}$, $B_{i^4}$, $B_{1^1}$, $B_{1^2}$, $B_{1^3}$ are the four nearest red neighbors of the blue sample position $B_h$, where the superscripts are directional notations for northwestern, southwestern, northeastern and southeastern. Note that $R_{i^1}$, $R_{i^2}$, $R_{i^3}$, $R_{i^4}$, $R_{1^1}$, $R_{1^2}$, $R_{1^3}$ and $B_h$ are all original samples in the Bayer Pattern. The calculated green samples at these locations are expressed by

$G1_{i^1}$, $G1_{i^2}$, $G1_{i^3}$, $G1_{i^4}$, $G1_{1^1}$, $G1_{1^2}$, $G1_{1^3}$ respectively as shown in Figure 5.

At that point, the omitted red specimen is assessed as

$$R1_n = G1_n \cdot \Delta n, gr$$

Thus the missing blue samples at red sample positions $R_h$ can be interjected. The four green-blue distinction values in the northwestern, southwestern, northeastern and southeastern of $R_h$ are accessible.

$$x_1 = M[x/y] = \int p(x/y)dx$$

Then again, the MMSE estimation is extremely extreme, if conceivable by any means, on the grounds that $p(x/y)$ is sometimes known practically speaking. Rather, we utilize the LMMSE strategy to gauge $x$ from $y$, which is a decent estimate to MMSE however more
manageable to proficient usage. Especially, if x(n) and v(n) are provincially Gaussian forms (a sensible supposition for normal picture signals), then the LMMSE of x is computed as

\[ x = M[x] + \frac{\text{cov}(x,v)}{\text{var}(v)}(y - M[y]) \]

we assume that the demosaicking noises \( E_{g,r} \) and \( E_{v,r} \) are zero-mean random processes, and they are almost uncorrelated with \( \Delta_{g,r} \). Consequently, we can simplify the above equation to

\[ x_1 = \mu_x + \frac{S_x^2}{S_x^2 + S_y^2}(y - \mu_y) \]

Where \( \mu_x = M[x], S_x^2 = \text{Var}(x), S_y^2 = \text{Var}(y) \).

Uniformly, we can characterize the difference signal \( \Delta_{g,b} \) between the green and blue and its two assessments \( \Delta_{g,b}^2 \) and \( \Delta_{v,b}^2 \) in horizontal and vertical directions. The \( n \) relating estimation lapses \( E_{g,b} \) and \( E_{v,b} \) have the same means as those of \( E_{g,r} \).

**Figure 5:** (a) Blue sample and its four nearest red neighbors. (b) Red sample and its four nearest blue neighbors

**V. INTERPOLATION OF OMITTED RED/BLUE SAMPLES AT THE GREEN SAMPLE LOCATIONS**

When the omitted red/blue samples at the blue/red positions are filled, we come across at the four cases. As earlier, the samples are calculated ones if marked with 1 and original ones otherwise. Because of the uniformity between the red and the blue samples in these four cases, we only need to discuss case (1). Given the green assessments \( G_{1n}, G_{1n}, G_{1n}, \) and \( G_{1n} \) at the positions \( R_{1n}, R_{1n}, R_{1n}, \) and \( R_{1n} \) we have the related four green–red difference values, denoted by \( \Delta_{n, gr} \), \( \Delta_{n, gr} \), \( \Delta_{n, gr} \), and \( \Delta_{n, gr} \) shown in

**Figure 6:** As in the preceding step, we calculate the bilinear

\[ \Delta_{n, gr} = \frac{\Delta_{nn, gr} + \Delta_{sn, gr} + \Delta_{en, gr} + \Delta_{wn, gr}}{4} \]

Then, the omitted red sample at green sample position \( G_{1n} \) is estimated to be

\[ R_{1n} = G_{1n} - \Delta_{n, gr} \]

Likely, the omitted blue sample at a green position is estimated as

\[ B_{1n} = G_{1n} - \Delta_{n, g} \]

All the omitted red and blue samples have been filled till now. The full color picture is remade. The exhibited demosaicking plan first adventures the relationship between the green and red/blue channels to acquire great appraisals of the omitted green specimens and then gauges the missing red and blue average of the green-red differences [8]. tests by a basic and quick bilinear normal operation on the green-red and green-blue PDS signals [11].

VI. EXPERIMENTAL RESULTS

We implemented the proposed LMMSE color demosaicking algorithm, and tested it on a large number of natural color images. In this section, we present our experimental results for the three images in Fig. 7 shown below, and compare them with the methods of Hamilton et al. [11], Chang et al. [7], and Gunturk et al. [9], which are among the best schemes. The results reported in the recent paper of [9] were better than the previously published algorithms, especially for the red and blue channels. Table I below shows the PSNR values of the tested images. The proposed LMMSE-based demosaicking algorithm appears to produce visually more pleasant color images with color artifacts greatly suppressed.

Figure 7: Image (a)-(c) input and (d)-(f) are output
<table>
<thead>
<tr>
<th>IMAGE NO.</th>
<th>PSNR FOR RED CHANNEL</th>
<th>PSNR FOR GREEN CHANNEL</th>
<th>PSNR FOR BLUE CHANNEL</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>40.47</td>
<td>41.31</td>
<td>37.39</td>
</tr>
<tr>
<td>2</td>
<td>42.90</td>
<td>43.33</td>
<td>40.06</td>
</tr>
<tr>
<td>3</td>
<td>43.01</td>
<td>44.40</td>
<td>41.90</td>
</tr>
</tbody>
</table>
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Abstract: The study of microphysical parameter of clouds is studied and analyzed using X & Ka band Dual Polarized Doppler Weather Radar. Field work is done on operational characteristics of both the radars stationed at Mandhardevi and is used to analyze cloud pattern behavior over Mahabaleshwar region during monsoon period. X band radar is used for analysis of precipitation characteristics of cloud for convective and stratiform rainfall pattern. Ka band radar is used for study and analysis of cloud dynamics which include cloud height behavior during a rain event over Mahabaleshwar region. Disdrometer is used to measure the drop size distribution for convective and stratiform rain events over Mahabaleshwar.

Keywords: Radar, Reflectivity, Disdrometer, Cloud dynamics.

I. INTRODUCTION

India being a tropical country has four seasons throughout the year, out of which monsoon is one of the major season as the India’s agrarian economy mostly depends upon monsoon for rains which is important factor for agricultural activities. Monsoon season occurs in Indian during phase of June to September which is further briefly classified into two sub types i.e. South-West monsoon & North-East monsoon. In this project we are concentrating on South-West monsoon season winds which interact first with Western Ghats region.

In present study we are going to study the rainfall pattern over Western Ghats region. Here we are concentrating on cloud behavioral pattern over Mahabaleshwar region. RADAR observations are firstly analyzed from both X & Ka band Dual Polarized Doppler Weather RADAR owned by Indian Institute of Tropical Meteorology (IITM), Pune a premier research institute under Ministry of Earth Sciences, Govt. of India. Study mainly focusses on two types of rainfall pattern i.e. convective rainfall[3] and stratiform rainfall[4] over High Altitude Cloud Physics Lab (HACPL) which is stationed at Mahabaleshwar, X & Ka band RADAR are stationed at a place Mandhardevi which is at same altitude as that of HACPL. Disdrometer analysis is also been taken into consideration for this study of microphysical parameters of cloud.[8]

II. THEORY

A Doppler radar is a specialized radar that makes use of the Doppler Effect to produce velocity data about objects at a distance. It does this by beaming a microwave signal towards a desired target and listening for its reflection, then analyzing how the frequency of the returned signal has been altered by the object's motion. This variation gives direct and highly accurate measurements of the radial
component of a target’s velocity relative to the radar. Doppler radars are used in aviation, sounding satellites, meteorology, etc. Most modern weather radars use the pulse-Doppler technique to examine the motion of precipitation, but it is only a part of the processing of their data. [11] Below is the (1) determining how Doppler shift can be calculated, this Doppler shift can be used to find velocity or direction of microphysical parameters of cloud.

$$fr = ft \left( \frac{1+\frac{v}{c}}{1-\frac{v}{c}} \right)$$

Here, \(c\) is the speed of light, \(v\) is the target velocity gives the shifted frequency \((fr)\) as a function of the original frequency \((ft)\).

Doppler Weather Radar are usually classified into two main category i.e. Single Polarized & Dual Polarized Doppler Weather Radar. In this study we are using X & Ka band Dual Polarized Doppler Weather Radar.

III. EXPERIMENTAL SETUP

The experimental setup consist of X & Ka band Dual Polarized Doppler Weather Radar which operates with two scanning strategy i.e. Plan Position Indicator (PPI) scan where radar is set up at a fix elevation angle w.r.t horizon and the azimuth angle is varied and a scan of 360° is taken. Another scanning strategy is Range Height Indicator (RHI) scan in which azimuth is kept constant at certain specific angle as in our case pointing towards Mahabaleshwar which lies at 237° from the azimuth angle and elevation angle is varied from 0° to 90°. In this study we have concentrated on RHI scan strategy which helps us to give vertical structure of cloud over Mahabaleshwar region. RHI scan plots can be seen for backscattered signal using EDGE software, by analyzing these plots we can differentiate between a precipitating rain event and a non-precipitating rain event. Based on this analysis we can classify rain events during monsoon and can study how a rain transition occurs. EDGE software gives us a basic data file which consist of all the products or as we call it as radar parameters which include reflectivity (DBZ), velocity (VEL), differential reflectivity (ZDR), range, elevation, time and many more products. This base file is of .vols format for X band and .rpp for Ka band but the problem with these file format is that these cannot be analyzed by any software. So these file formats are converted into common data file format such as comma separated value (.csv) / NetCDF (.NC) file formats so this basic file format data can be used for analysis in simulation software such as MATLAB. This common formats can then be accessed by extracting data from this file about the products using MATLAB coding. MATLAB is then used for plotting various radar product behavior and by analyzing these plots we can derive our conclusions linking the plot results with theoretical atmospheric science phenomena.

Figure 1: RHI scan plot generated by EDGE software

IV. OBSERVATIONS

The observations taken with help X band radar data analysis using MATLAB give us detail about the precipitation characteristics of cloud and help us to classify whether the rain event is a convective rain event or a stratiform rain event. The below plots are plotted with gate width on X axis and vertical height on Y axis. [1]
Figure 2: Convective & Stratiform rain event contour plots

Reflectivity is varying factor in both of above graphs which is varying according to color bar scale from -5 to 40 dBz. Red color signifies maximum reflectivity at that particular height and a series of band of such red gates make up a bright band, by observing bright band we can classify whether a rain event is convective[2] one or stratiform one. A convective rain event has vertical bright band structure in any rain event and a stratiform rain event has a horizontal bright band structure.[4]

The observation taken with help of Disdrometer help us to study the variation of raindrop size distribution in convective and stratiform rain event which is one of the important microphysical parameter in clouds.[6]

Figure 3: Rain drop size distribution using Disdrometer data

Here we can see graph is plotted between drop size diameter in mm v/s no density of raindrop. The red line in graph depicts about convective rain event we can see that drop size density and diameter of drop is quite higher than that of blue line depicting a stratiform rain event. This shows that raindrops present in a convective rain event are usually larger and denser than its counterpart stratiform rain event.[5][7]

The observation done with Ka band radar help us to find detail about cloud dynamics. In this study we have done analysis on clouds height transition over Mahabaleshwar region during a rain event.

Figure 4: Clouds height transition over Mahabaleshwar

The cloud height is taken at each time stamp (RHI scan time) measuring first positive reflectivity value using Ka band radar data. The graph is plotted between time stamps on X axis and vertical height in kms. The time stamps considered here are for a whole day in a rain event. As we can see that cloud height is varying from 1-3 km before the actual transition of rain event.[10] When the transition begins we can see that cloud height suddenly increase to 5-8 km this phenomena occurs when clouds after accumulation of raindrop usually move upwards which clearly tells us that this transition is of updraft of clouds before rain. As the cloud transit at greater height due to temperature variation the accumulated rain drop start to percolate in form of rain and suddenly cloud height is decreases and rainfall occurs this describes that cloud lower their height during a rainfall transition in rain event.[9]
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Abstract: Smartphone plays an important role in one's day to day life. We have many smartphone tracker apps to find it when it gets stolen but all those apps fail to operate in switch off condition and even if we find the stolen smartphone we fail to identify the person who was responsible for the theft. Here in this paper we focused on finding our stolen smartphone and even the person who was responsible for the theft, by using his fingerprint even when the smartphone is switched off by using touchscreen fingerprint sensor, GSM, RTC, GPS.

Keywords: GPS, GSM, RTC, fingerprint sensor, code converter

I INTRODUCTION

Smartphones are one of the essential gadgets in today’s day to day life. The smartphone theft has increased during recent years, so to reduce the increase in smartphone theft we need to eliminate the root cause, the people who are responsible behind this action. During recent years the smartphone developers have come up with many anti-theft or phone tracking apps but all those facilities fail to locate or find the culprit who stole the mobile. So to help the smartphone developers and users to locate the phone and culprit we came up with this solution.

II CONSTRUCTION

REAL TIME CLOCK
It works like a counter which is capable of running in background even when the smartphone is switched Off, we use it because of its accuracy, and its power and it can be run efficiently by using low power battery or by the backup battery.

GSM
Global System for Mobile communication (GSM), this technology helps in sending SMS to the backup mobile number, it’s a second generation (2G) technology used in this device. This network technology is divided into BSS-base station subsystem NSS-Network switching subsystem.
NSS - Network switching subsystem
OSS - Operation support system
GPS
This technology is used for navigation, tracking purpose with help of the satellite. In this the smartphone uses this technology to get the GPS coordinates from the nearer satellite. The location coordinates will be in latitude and longitude.
TOUCHSCREEN DISPLAY FINGERPRINT SENSOR
Its main operation is to take necessary fingerprints of the person who stole the mobile. In this we use the whole smartphone screen as fingerprint sensor. So that it will be useful to take fingerprints. This rebuilds the image of the fingerprint.

Fig 1: block diagram of mobile culprit identifier

Fig 2: fingerprint sensor on the display screen.
III WORKING

In this when the smart phone device gets switched off, the RTC in the device starts to operate with help of backup battery in the device. RTC starts its counting operation and activates the GSM for every one hour. This GSM when activated checks for the base station. It verifies the present base station and the registered base station. If it is in registered base station location for the particular time period no action is taken place. If the device is not in registered location for the

![Flow diagram of the mobile acquirer and culprit identifier](image)

... remains.

IV RESULT

Before using the device the user of the smartphone must registered his details such as the location and timing of the smartphone in his device.

<table>
<thead>
<tr>
<th>TIME</th>
<th>LOCATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>8am-10am</td>
<td>Gsm location a</td>
</tr>
<tr>
<td>10am -8pm</td>
<td>Gsm location b</td>
</tr>
<tr>
<td>8pm-10pm</td>
<td>Gsm location c</td>
</tr>
</tbody>
</table>

Table 1: represents the location and time period of the device registered.
After entering the location and timing details, then the user have to enter the backup mobile number to which the details like location coordinates and the binary coded fingerprint image will be sent as SMS.

![Fig 4: entering of backup mobile numbers](image)

So, now when our mobile get stolen, and switched off by the person or switched off due to no battery. This activates the RTC and it starts its counting process, now here it get GPS coordinates or the positions of the stolen device along with the fingerprint which is converted into binary form and is sent as SMS to the backup mobile number as shown in figure.

![Fig 5: shows fingerprint of the culprit on the display.](image)

![Fig 6: message received to the backup number from the stolen smart phone.](image)
Fig 7: shows the match found to the fingerprints on the smartphone screen.

Fig 8: shows the location of the stolen mobile phone, which can be tracked using the GPS coordinates.
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Abstract: A (t, n) secret sharing scheme that divides a secret into n shares in such a way that any t or more than t shares can reconstruct the secret; but fewer than t shares cannot reconstruct the secret. A share renewal protocol is to protect a secret in long-lived system by distributing it to a group of n participants and refreshing their shares periodically in this fixed group. In this paper we propose a share renewal protocol without the presence of a trusted party. Shareholders renew their shares among themselves using old shares without disclosing their shares at any stage of the protocol and able to reconstruct the secret without changing it. The protocol is robust and maintain privacy of shares.

I. INTRODUCTION

In Cryptography, a secret sharing scheme refers to any method for distributing a secret among a group of participants, each of which is allocated a share of the secret. The secret can only be reconstructed when an authorized subset of participants combine their shares. In a secret sharing scheme, a secret s is divided into n shares by a dealer and shared among n shareholders in such a way that any t or more than t shares can reconstruct this secret; but fewer than t shares cannot reconstruct the secret s. Such a scheme is called a (t, n) secret sharing scheme.

Some of the Secret Sharing schemes assume long-lived shares; however the protection provided by these schemes may be insufficient after some time. Several faults might occur, shares can gradually be corrupted/compromised, hardware failure or damage may take place. One way to overcome this problem is to refresh the shares periodically. Thus the concept of proactive secret sharing was introduced. The goal of the proactive security scheme is to prevent the adversary from learning the secret or from destroying it. In particular any group of t non-faulty shareholders should be able to reconstruct the secret whenever it is necessary. The term pro-active refers to the fact that it’s not necessary for a breach of security to occur before secrets are refreshed, the refreshment is done periodically and hence, proactively.

The core property of pro-active secret sharing is to renew the existing shares without changing the secret, so that previous exposures of shares will not damage the secret. This should be performed without, of course, any information-leak or any secret change. Proactive security for secret sharing was first suggested by Herzberg et al. [6] where they presented, among other things, a proactive polynomial secret sharing scheme. Proactive security refers to security and availability of secret in the presence of a mobile adversary. Herzberg et al. [6] further specialized this notion to robust secret sharing schemes and gave a detailed efficient proactive secret sharing scheme. Robust means that in any time period, the shareholders can reconstruct the secret value correctly.

A. Related Work

Secret sharing schemes were introduced by both Blakley [2] and Shamir [4] independently in 1979. Shamir’s (t,n) secret sharing scheme is a threshold scheme based on polynomial interpolation. It allows a dealer D to distribute a secret s to n players, such that at least t less than n players are required to reconstruct the secret. The protocol is information theoretically secure, i.e., any fewer than t
players cannot gain any information about the secret by themselves. In 1985, Chor et al. [5] extended the notion of the original secret sharing and presented the concept of verifiable secret sharing (VSS). The property of verifiability allows the shareholders to verify their shares for consistency. The proactive secret sharing (PSS) has been studied extensively in the literature [6], [7], [3],[8]. All these PSS schemes initiate the secret using a trusted party. Proactive secret sharing scheme based on Verifiable Secret Sharing (VSS) provides strong security against an active attacker. It combines the secret sharing scheme with a periodical share update process to ensure the overall security of a system. Through update mechanism, old shares become useless. Even to steal a secret; however, an attacker needs to intrude on at least t participants during the same time period if security is maintained in a (t; n) threshold secret sharing scheme.

1) Motivation: Trusted Party is required to create and renew the shares. Also these schemes make use of polynomial generation in both the share distribution and share renewal phases; thereby increasing the computational complexity. Our motivation is to design of an proactive secret sharing without a trusted party. The scheme proposed in this report is independent of trusted party and uses the polynomial generation only for share distribution and not for share renewal phase. Thus our scheme has the advantage that shares will be renewed without Dealers involvement. And polynomial is generated once in share distribution phase, share renewal phase make use of old share to generate new share without changing the secret.

2) Overview: Section II, introduces the basic security model and definitions. Section III presents our share renewal scheme without a trusted party. Section IV looks at the security issues and discusses the complexity of the proposed scheme. Conclusion remarks are in Section V.

II. MODEL AND DEFINITION

A. Model

1) Existing System: In all the existing proactive secret sharing scheme found in the literature are based on the presence of the trusted party.

[Initialization]
Dealer generates a polynomial of degree t-1.
\[ f(x) = s_0 + d_1x + \ldots + d_{t-1}x^{t-1} \]
where \( d_i \) are the random elements of the field \( \text{F}_q \). Then, the dealer sends the share \( s_i = f(i) \mod q \) to the server \( i \). Since this is Shamir’s secret-sharing scheme [4], any \( t \) servers can reconstruct the secret by using Lagrange interpolation, while \( t \leq 1 \) cannot get any information.

[Share Updation]
Each server \( i \) generates a polynomial of degree \( t-1 \) by using random numbers \( di1 : \ldots : dit \). where \( f(x) = S + di1x + \ldots + ditx^{t-1} \). This satisfies \( f(0) = 0 \). Server \( i \) then sends the value \( sj = f(j) \mod q \) to server \( j \), which updates its new share \( S_{(new)} \) as follows:

\[ S_{(new)} = S_{(old)} + s_{1j} + \ldots + s_{nj} \mod q \]

Since the new shares lie on the polynomial

\[ f(new)(x) = f(old)(x) + f1(x) + \ldots + fn(x) \]

The new polynomial still maintains the secret value \( S \) at \( x = 0 \), because \( f(new)(0) = S + 0 + \ldots + 0 = S \).

Observations:
- In both the [Initialization] and [Share Updation] phases, the dealer and the participants generate polynomials satisfying constraints \( f(0) = S \) and \( f(i) = 0, 1 \leq i \leq n \).
- Dealer control and coordinates all the activities like generation, distribution and updation of shares, the scheme is heavily dependent upon dealer.

B. Definition
A share renewal protocol is secure if following properties hold:
- Privacy: No information about the secret \( S \) is revealed.
- Robust: Correct re-constructibility is possible at any time when \( k \) shares are present.

III. PROPOSED SHARE RENEWAL PROTOCOL WITHOUT TRUSTED PARTY AGAINST PASSIVE ADVERSARY

A. Overview of the Scheme
In this section we construct our own share renewal scheme without the presence of a Dealer. Every participant \( Pi \) chooses a random value \( si \) and distributes it among all \( n \) participants the secret \( S \) is a function as

\[ S = \sum_{j=1}^{n} s_j \cdot d_j \cdot L, \text{ where } n \text{ is the set of participants and } L \text{ is the Lagrange coefficient according to } L. \]
Then each shareholder uses its old share values to obtain new shares without changing the secret \( S \). The difference from previous schemes is that no participant uses the Shamir’s scheme to distribute
share. Each participant uses its old share to create new shares without disclosing its original share. The scheme consists of three phases.

We have basically divided our proposed scheme into three phases:

• Initialization phase
• Distribution phase
• Update phase

Each phase of our scheme is discussed below in detail. It may be noted that the Dealer is not involved in any phase of the proposed scheme. All the computation such as secret generation, share distribution and share renewal are done by the shareholders without revealing any information about the secret or their share. In addition to that its implementation is less complicated compared to other existing schemes.

1) [Initialization]: In this phase each participant creates share value to distribute shares to other participants.

```
Algorithm 1 Initialization
1: Let \( P_1, P_2 \ldots P_n \) be the \( n \) shareholders.
2: Each \( P_i \) chooses a random polynomial \( f_i(x) = \sum_{k=0}^{t-1} a_{ik}x^k \) of degree \( t-1 \) where \( a_{ik}, 1 \leq i \leq n \), are random elements from the field \( F_q \).
3: Each participant \( P_i \) sends \( f_i(j) \) to each participant \( P_j \), \( 1 \leq i, j \leq n \).
4: Each \( P_i \) creates a set \( A_i = \{ A_{ik} \} \) where \( A_{ik} = g^{a_{ik}} \mod q \), where \( g \) is an element of the finite field \( F_q \) and sends it to each participant \( P_j \), \( 1 \leq j \leq n \). Once \( P_i \), \( 1 \leq i \leq n \) receives messages from other participants it verifies each share.
5: Upon verifying the shares, the share received from each participant is added to obtain a final share.
6: That is, the share of the \( j^{th} \) participant is \( \sum_{i=1}^{n} f_i(j) \mod q = P_j(s_j) \).
```

2) [Distribution]: In this section distribution of share takes place among the participants.

```
Algorithm 2 Distribution
1: Each \( i^{th} \) shareholder \( i \in \{ 1 \ldots n \} \) randomly splits its current share \( P_i(S_i) \) obtained after initialization phase, into sum of two shares such that \( P_i(S_i) = s_1 + s_2 \).
2: Each participant \( P_i \) now secretly sends its second part of the share \( (S = s_1 + s_2) \), that is \( s_2 \) to \( P_{i+1} \). Now at this point each \( P_i \) knows its own share i.e. \( (P_i(s_1), P_i(s_2)) \) and share received from \( P_{i-1} \), i.e. \( P_{i-1}(s_2) \).
3: Each \( P_i \) now takes its first part of the share, \( P_i(s_1) \) adds it to the share received from \( P_{i-1} \) and passes the sum secretly to \( P_{i+1} \).
4: Taking the share received in step 2 i.e \( P_{i-1}(s_2) \) and adding it to the computed value received from \( P_{i+1} \) in step 3. Note: It may be observed that neither \( P_i \) nor \( P_{i+1} \), \( 1 \leq i \leq n - 1 \) can figure out the share of the other.
5: Each \( P_i \) now adds its own share value \( P_i(s_i) \) to the computed value received at step 4 and passes this value to \( P_{i+1} \).
6: The above steps will leave each \( P_i \) with a good mix of sum of shares from other participants, these are the coefficients for polynomial of degree \( t - 1 \). Shareholder among themselves randomly pick \( t - 1 \) coefficient values from \( n \) participants.

3) [Update]: Now we have the new coefficient values required to create a new polynomial to update the old polynomial without changing the secret.

**Algorithm 3 Update**

1: We now form a polynomial \( h(i) \) of degree \( t - 1 \) whose free coefficient is zero \( (P(t) = 0) \) and whose coefficient values are the one calculated from above steps. Substituting 0 in old share - \( f(i) \) to the sum of the new \( n \) shares.

Mathematically speaking: \( h(i) = f(i) + \sum_{c=1}^{n} P_c(i) \)

**B. Example**

[Initialization Phase]

We hereby give an example of working of the Protocols

- Let \( n = 4, p = 11 \)
- Each participant chooses a random polynomial of degree \( t \) \( \square \) 1 with \( f(0) = si \), where \( si \) is a random value chosen by each participant.
- Four participant A, B, C and D chooses the following polynomial and create shares.
  \[
  \begin{align*}
  a(x) &= 5 + 7x + 2x^2 \mod 11 \\
  b(x) &= 4 + 2x + 5x^2 \mod 11 \\
  c(x) &= 10 + 7x + 2x^2 \mod 11 \\
  d(x) &= 2 + 3x + 2x^2 \mod 11
  \end{align*}
  \]

- Each participant now creates \( n \) shares and distribute to each participant \( P_i, 1 \leq i \leq n \)
- Using the Lagrange6s interpolation the shares created are:
  - participant A creates \( f(1) = 3, f(2) = 5, f(3) = 0, f(4) = 10 \)
  - participant B creates \( f(1) = 0, f(2) = 6, f(3) = 0, f(4) = 4 \)
  - participant C creates \( f(1) = 8, f(2) = 10, f(3) = 5, f(4) = 4 \)
  - participant D creates \( f(1) = 7, f(2) = 5, f(3) = 7, f(4) = 2 \)
- Each participant \( i \) sends \( \_ij = f(i) \) to each participant \( P_i, 1 \leq i; 1 \leq n \), where \( \_ij \) is the corresponding share w.r.t to the participant.

[Verifying shares using VSS]

Before proceeding to the share renewal protocol, each participant can verify whether the shares given to him by the other participant is correct or not.

From the above example, polynomial \( f(x) \) generates four shares which are distributed among four participants A, B, C and D respectively. Now say A wants to verify his share received from C then it initiates the following steps: Verification of shares : Let the encrypted values of the coefficients of the polynomial be:

\[
E(a0) = g10 \mod 11, E(a1) = g7 \mod 11, E(a2) = g2 \mod 11, \text{ where } g \text{ is an element of the finite field } \text{Fp: Using Feldmen verifiable secret sharing scheme, we have for the first shareholder (i = 1): } E(f(1)) = g8 \mod 11 \text{ is equal to:}
\]

\[
E(f(1)) = E(a0)E(a1)E(11)_1; \_1; E(a2) \mod 11
\]

\[
= E(a0 \_ (_1 (11)) + (a2 \_ (12)))
\]

\[
= g10+7+2 \mod 11
\]

\[
= g8 \text{ (share verified for } i = 1 \text{)}
\]

Similarly other shareholders can also verify their share values. Once share are verified we proceed to share renewal scheme. Computing Final Shares After verification of shares the share received by each \( Pi \) from other \( Pj \) are added to form final shares.

- A computes \( (3 + 0 + 8 + 7) \mod 11 = 7 \)
- B computes \( (5 + 6 + 10 + 5) \mod 11 = 4 \)
- C computes \( (0 + 0 + 5 + 7) \mod 11 = 1 \)
- D computes \( (10 + 4 + 4 + 2) \mod 11 = 9 \)

Note: As said above secret

\[
S = \sum_{i=1}^{n} s_i \delta_i, \]

of participants and \( \delta_i \) is the Lagrange coefficient according to \( L \). Thus each \( Pi \) now sends its \( si \) also \( t - 1 \) coefficients are randomly picked from above computed shares and a new polynomial is formed.

- Adding \( si \) gives \( 5 + 4 + 10 + 2 = 21 \mod 11 = 10 \)
- New polynomial becomes \( f(x) = 10 + 4x + 9x^2 \)

[Distribution]
Let the random partition of the shares A, B, C and D be

- A = 4 + 3 (A1 + A2)
- B = 2 + 2 (B1 + B2)
- C = 0 + 1 (C1 + C2)
- D = 6 + 3 (D1 + D2)

Step 2 Secretly, After exchanging second parts of their shares with the other participants we have the following scenario

- A knows A1, A2, D1
- B knows B1, B2, A2
- C knows C1, C2, B2
- D knows D1, D2, C2

Step 3 After adding the first part of the share with the second part of the received share from the other participant, we have

- A calculates A1 + D1 and gives to B
- B calculates B1 + A2 and gives to C
- C calculates C1 + B2 and gives to D
- D calculates D1 + C2 and gives to A

That is

- A computes 4 + 3 = 7 and gives to B
- B computes 2 + 3 = 5 and gives to C
- C computes 0 + 2 = 2 and gives to D
- D computes 6 + 3 = 9 and gives to A

Step 4 Now each participant takes the share value received in step 2 and add it to value received in step 3. That is,

- A adds D2 to (D1 + C2) getting (D2 + D1 + C2) = (D + C2), since A does not know C2, he cannot derive D.
- Similarly B adds A2 to (A1 + D2) getting (A + D2)
- Similarly C adds B2 to (B1 + A2) getting (B + A2)
- Finally D adds C2 to (C1 + B2) getting (C + B2)

That is

- A computes 9 + 1 = 10
- B computes 7 + 3 = 10
- C computes 4 + 3 = 7
- D computes 1 + 2 = 3

Step 5 The participant then adds their own share to the sum arrived in the above step and passes the sum to the next participant.

That is

- A adds A to (D + C2) getting (A + D + C2) and passes to B.
- B adds B to (A + D2) getting (B + A + D2) and passes to C.
- C adds C to (B + A2) getting (C + B + A2) and passes to D.
- D adds D to (C + B2) getting (D + C + B2) and passes to A.

That is,

- A computes 7 + 10 = 17 passes to B
- B computes 4 + 10 = 14 passes to C
- C computes 1 + 7 = 8 passes to D
- D computes 9 + 3 = 12 passes to A

Privacy check: At this stage of Algorithm

- A knows A1, A2, D1, (D1 + C2), (D + C + B2), A knows D2 however he cannot derive D, since D1 and C2 are not known individually to A.
- B knows B1, B2, A2, (A1 + D2), (A + D + C2), B knows A2, however he cannot derive A, since A1 and D2 are not known individually to B.
- C knows C1, C2, B2, (B1 + A2), (A + B + D2) C knows C2, however he cannot derive B, since B1 and A2 are not known individually to C.
- D knows D1, D2, C2, (C1 + B2), (C + B + A2) D knows C2, however he cannot derive C, since C1 and B2 are not known individually to D.

C. Update

- With the arrival of new shares old shares are erased and new shares are kept. Thus new shares are A: 12, B: 17, C: 14, D: 8
- Above steps generate coefficients for new polynomial, Now we want to form polynomial of degree two, any two coefficients. Old polynomial was
\[ f(x) = 10 + 4x + 9x^2 \]
\[ f(0) = 10 + 4(0) + 9(0^2) = 10 \]

- Now we form new polynomial from above coefficient

\[ g(x) = 0 + 12x + 14x^2 \]

- we add above two polynomials

\[ h(x) = f(0) + g(x) \]
\[ h(x) = 10 + 12x + 14x^2 \]

- Thus \( h(x) \) is our new polynomial, we can repeat the above Distribution Algorithm with new shares to renew the shares.

### IV. SECURITY CHECK

As per the Definition we can call a share renewal protocol secure if it satisfies properties: Privacy, Robustness.

A. Privacy Check

As seen in the Distribution phase of proposed share renewal protocol at no stage any shareholder gets any information about share value of any other shareholder. As each shareholder randomly splits its share value into sum of two share and throughout the Distribution phase only part of share value is used to communicate among shareholder. Thus our proposed protocol complies with privacy constraint.

B. Robustness Check

The new shares computed at the end of Update phase corresponds to secret \( S \). The algorithm allows to re-construct the original secret whenever \( t - 1 \) shares are present. In other words any subset of \( t - 1 \) share will give us secret \( S \).

1) **Correctness**: Let \( K \) be set of \( k - 1 \) shares after \( k \)-th update phase. Let \( K = \{ y'_1, y'_2, \ldots, y'_{k+1} \} \) also assume \( a_1, a_2, \ldots, a_{k+1} \) as the coefficients of polynomial such that \( \sum_{i=1}^{k+1} a_i y'_i \) would give us the secret using Shamir’s scheme.

\[
\sum_{i=1}^{k+1} a_i y'_i = \sum_{i=1}^{k+1} a_i \left( y'_i - \sum_{j=1}^{n} \delta_j(i) \right) \\
= \sum_{i=1}^{k+1} a_i y'_i - \sum_{j=1}^{n} \sum_{i=1}^{k+1} a_i \delta_j(i) \\
= x + \sum_{j=1}^{n} \delta_j(0) \text{ (by interpolation)} \\
= x \quad (\forall j, \delta_j(0) = 0)
\]

### V. CONCLUSION

In this paper, we have designed a share renewal protocol where shares can be renewed without a trusted party against passive attacker. The scheme is both robust and maintain privacy, shareholder can verify their share before beginning of the share renewal scheme. We assume secure channel exist among the shareholder to exchange share value. The correctness of the properties of the scheme is also discussed. The proposed scheme is secure and practical.
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ABSTRACT: In the emerging world of electronics the wireless devices are used by millions of people in their day to day life. Every person is constantly in contact with the cyberspace. Thus, ensuring the proper encryption facility is a major undertaking to offer dependable communication. The aim of this paper is to transmit a wireless penetration test and compares the encrypted key of a wireless network with a file that contains the captured packets as alphanumeric letters with the help of Kali Linux. This paper shows penetration tests in WEP and WPA/WPA2 protocols, and also the methods to develop these protocols using various attacks and to supply tools that separate the vulnerable access point protocol for the web administrators to protect their networks.

I. INTRODUCTION

As the technologies and, along with it, the threats facing the wireless communications have risen in numbers with the rapidly increasing number of deployments, there is a need for protection. Nonetheless, the risk if often surpassed by the benefits and convenience of wireless technologies, which have been a big component in the scatter of these devices within homes, agencies and enterprises spanning the world. The popularity of wireless technologies has created an acute involvement in other popular wireless protocols such as Wi-Fi interest. Wi-Fi has been manifesting itself to attack, research and vulnerabilities within the protocols and the execution of those protocols in devices. With this growth in wireless technologies, these nets have become increasingly attractive to Hackers who will seek for data to steal or compromise functionality. While the traditional security measures are less efficient the wireless attack surface presents a singular and difficult challenge. Most of the wireless nets are much unprotected so it is vulnerable to assault. When we consider Wi-Fi most of the people have consciousness about two major encryption techniques (WEP) Wired Equivalency Protocol and (WPA) Wi-Fi Protected Access which were frequently employed. WPA is modern and securing when compared to WEP.

LITERATURE SURVEY

[1].Test and confirm the plausibility of WEP attack in a university wireless LAN ,also suggests some mitigation techniques.[2].Analyzes wireless protocol enhancements to existing handshake mechanism in WPA by using Eliptic Curve Cryptography.[3].Analyzes functional intrusion detection system that combines them in order to offer resilient detection of the most common attacks in 802.11
networks.[4] Explains WEP and RC4 used in WEP.FMS attacks and PTW attacks are described.[5]. How to secure our wireless world and gives steps to take care by the user for not affected by the attacker.[6]. Describes 2 attacks on IEEE 802.11 WEP, WPA. Deals with TKIP to encrypt traffic. How to deal with ARP request and response and to send with custom network.[7]. Effective security protocols right from evolution to existing scenario and discusses various pros and cons of security protocols in WLAN with respect to its countermeasure techniques on various attacks.[8]. Challenges and solutions for emergent security technologies, WIFI.[9]. Solution for WPA2 shortcomings and thus provide protection to wireless networks from several attacks.[10]. Suggestions on wifi protected access2(WPA2) protocol vulnerabilities might be mitigated and addressed through the enhancement new protocols.

II. BASIC ENCRYPTION

A. Enable WEP encryption settings
Wired Equivalent Privacy (WEP) is an IEEE 802.11 wireless protocol, which provides the security algorithm for the data during the wireless transmission. WEP uses a 24 bit initialization vector (IV) to form the stream chipper and the CRC -32 checksum for integrity of the wireless transmission. 64 bit WEP uses a 40 bit key, 128 bit WEP uses the 104 bit key, 256 bit WEP uses 232 bit key size.

B. WPA/WPA2 Encryption
WiFi Protected Access (WPA) is a data encoding method for WLAN based on the 802.11 standard. WPA was developed after WEP to provide a stronger encryption by configuring two different ways – pre-shared key mode and enterprise mode. The TKIP (Temporal Key Integrity Protocol) is applied to migrate vulnerability by increasing the size of the IV and by using the mixed use. In WPA and WPA2 encryption keys (TK) are derived during the four way handshake. It serves to go through the sequence counter for security against the reply attack. Temporal Keys are changed for every 10,000 packets and this makes TKIP protected network more resistant to cryptanalytic attacks involving the key reuse.

C. WPA/WPA2 Enterprise
Whenever a user connects it dynamically creates the PMK every time in the WPA based network enterprise mode. The PMK is generated by the authentication server and then transmitted down to the client. The AP and the server address over a protocol called RADIUS. The determination to admit or reject the user can be served by the host. Since the AP acts as a relay to forward the packets from clients that are for authentication purposes.

III. SCANNING
As we categorize the tools into passive and active tools.

A. Active scanning
Probe request packets are periodically sent by the tools that carry out the active scanning. These packages are used by the clients whenever they are awaiting for a network. I.e. The client may post the broadcast probe requests. Beacon packets are charged by the Access Points every tenth of a second. Beacon packets are sometimes accessed by active scanners.

B. Passive scans
Passive scanning is too known as Monitor Mode. They listen to all bundles on a gifted channel and then study them.

IV. SNIFFING AND CRACKING TOOL
Aircrack-ng is developed by Christophe Devine, which causes a packet sniffer, packet injector, WEP and WPA/WPA2-PSK cracker and analyzer for 802.11 wirelesses LAN and it will go with whatever wireless network interface controller which supports raw monitoring and sniff 802.11a, 802.11b, 802.11g.

Aircrack-ng
It uses WEP and WPA/WPA2-PSK cracking tools.

Aireplay-ng
It is employed for traffic generation, fake authentication, packet replay, and ARP request injection.

Airodump-ng
It is applied to capture packet of a raw 802.11 builds.

V. ATTACKING WEP-PROTECTED 802.11 NETWORK
Before we attack, we demand to recognize the Mac filtering most of AP’s allow you to set up list of trusted MAC addresses. Any packets transmitted from other IPs will get cut. MAC addresses are very static things, fired into the chip and are immutable. We can simply steal Mac from a person who is already on the web. To answer this we need to hunt down a passive scanner on the network it will that will give the list of addresses whose are connected to that network (CLIENT). We need to wait for the user to disconnect from the net because we can tie to that network with his destination. There is some other direction to make this it’s called “DOSING”. E.g.: ifconfig wlan0 HW ether 00:11:22:33:44:55.

A. Dictionary attack against WEP
A dictionary attack on wep involves feeding a cracking utility a dictionary and pcap file. The instrument serves to check words in dictionary with words in the backup file, it won’t come out until it’s found or words are blended. It’s a stranded way to translate a password into WEP keys. We need to be given at least three different algorithms (NEESUS, DATACOM, MD5, APPLE).

B. Cryptographic attack against WEP
This attempt is present even if the WEP key completely randomly. RC4 is the stream cipher used in WEP and then it makes it used in the WEP it make a perfect prey for this vulnerability the main trouble is how WEP uses the initiation vectors (IV) in each WEP packet. When the WEP encrypt the packet, it prepends the IV to secret key before feeding the key into rc4 this shows that the first three bytes is carrying the secret key used in the every packet.

C. Break WEP when the client is bound

Put our card into monitor mode

```
#airmon-ng start wlan1
```

Then we need to start the airodump on the specific channel and in specific BSSID to capture the packets and stored in a file.

```
#airodump-ng –channel –bssid –write filename wlan1
```

In our target access point there is a client is attached we need to use its MAC address to inject the ARP packet to generate more traffic and besides we can get more packet to crack and besides in a faster manner.

```
#aireplay-ng –arp –replay –h –client address –b –access point address wlan1
```

Move to the airodump window we can realize that the information package will get increased like a skyrocket. We need more than 40,000 packets we can begin cracking the key of 104 bit WEP key. The 40,000 packet have the 50% of chance to breach the key the more packets it will increase the probability of finding the key. Then fire the aircrack-ng to crack.

```
#aircrack-ng. / captured file. cap -0
```

D. Break WEP without client attached

First step: we need to capture the entire packet from the access point so we are using the airodump-ng tool helps to capture packet by selecting particular Mac address and its channel and with the network interface and it’s saved in the file called the pcap file.

```
#airodump-ng –channel –bssid –write file wlan1
```

Second step: now we are starting to do fake authentication attack which leaves us to associate to its target access point and utilize either two types of authentication open and shared key which will help to produce a fake an authentication to the AP for in order to communicate with the AP.

```
#aireplay-ng –fakeauth 0 –o 1 –e ESSID –a –accesspoint –h –attackerid wlan1
```

It’s gone bad due to Mac is filtering use Mac spoofing method

Third step: Now we are proceeding to perform the fragmentation attack which is the most advanced cracking method. It is employed for the retrieval of key stream from the data packet. It can turn the few bytes of key stream into more or equal 1500bytes of key stream in a few moments. It helps in attack by multiplying an attacker’s key stream by the factor up to 16 on each round. The common initial key stream sources are SNAP header. The first three bytes of a SNAP header are 0xAA, 0xAA; 0x03.It is used to make the three bytes of key stream which is enough to take up the fragmentation attack. Then XOR the first three bytes of a SNAP header with first three bytes of captured packet, it will result in three bytes of key stream, then craft an ARP broadcast packet break this packet into 12 three-byte fragments then encrypt and the beam. Each fragment can reuse the same three bytes of key stream. After transmitting then look for the 36 byte packet that is sent by an AP. This is the ARP packets relayed from the AP. When you have crafted the package in the first place you know the 36-bytes of spare text. Then XOR the encrypted packet with the plaintext, now you recovered the 36 bytes of key stream, then try to craft long ARP packet you can also padded NULLs while crafting. Until you get to full bytes of key stream.

```
```

Fourth step: now we are proceeding to do the chop chop attack, it’s a modifying an encrypted packet one byte at a time and played back to an AP. If it has a modified packet chop chop can slowly decrypt the packet, it is protected by WEP regardless of key size as said before, even an AP will generate some packets when no node is attached then remove the final act from what we captured from AP. Then adjust the checksum by assuming the byte is 1. Retransmit it towards a multicast address. If the AP relay the packet then we assumed checksum was correct, then you guessed plain text value was correct now we have recovered the one byte of plain text and key stream. If the AP does not relay the packet, then our hypothesis was incorrect, so try to keep on guessing for 256 attacks. At the conclusion of the attack, we have the patent text and key stream.

```
Aireplay-ng –chopchop –b access point –h attacker wlan1.
```

Fifth step: we are going to craft the ARP packet we need for the output of the any one of the attack chop chop or fragmentation. By injecting particular, ARP packet that will cause the AP to generate more traffic at present we are starting to get the ARP packet.

```
#packet forge-ng –arp –a access point –h attacker –k 255.255.255.255 255.255.255.255 1 255.255.255.255 255.255.255.255 –v fileofxor –w file
```

Most of the network will accept the ARP packet crafting. If it is fails check the output of the chop chop attack of the plain text and tailor value to the Subnet then The resultant will be encrypted using the key stream and IV in the. Cursor file

Sixth step: now we are starting to inject the crafted ARP packet that is replaying the encrypted ARP packet what are we set up with the assistance of the aircray-ng after injecting we can view the information packet is increasing in the airodump-ng

```
Aireplay-ng –interactive –f –r ./forged_arp wlan1
```

Seventh step: Now we are going to craft the key from the pcap file by passing the argument to the aircrack-ng

```
Aircrack-ng./File. cap -0
```

A. How to defend WEP attack

The best room to defend from this attack you needs to switch to WPA2 with CCPM.
VI. ATTACKING WPA-PROTECTED 802.11 NETWORKS

As we seen before WPA/WPA2 improve our wireless network protection, notwithstanding the extra protection also comes with a cost. Even though WPA was developed with high complexity, it holds its own flaws that are starting to take advantage, attacking the authentication that gives direct access to the wireless web. When attacking WPA-PSK authentication, the attacker can also hold the power to decrypt traffic since the PMK is recovered. Encryption attacks are just emerging against WPA networks. These approaches provide the power to decrypt traffic but do not permit the attacker to fully join the mesh as a lawful user.

A. Breaking authentication WPA-PSK (pre-shared key)

WPA-pre-shared key is also called as WPA-personal. This method is a shared secret among all devices on the network for authentication. The four way handshake that allows the client and the access point to negotiate the key used to encrypt the traffic sent over the wireless. We are starting to crack the key, and this handshake will be executed while a client getting try to connect to the any specific access level. From the diagram, we see that the access level (AP) first sends the A-nonce and, the S-nonce sent by the customer. And so the client MAC address and the AP’s MAC address are mailed, and MIC to verify with the exclusion of the SSID. These values can start in the four way handshake. Can see through wireshark. Sometime they are replicated across the chassis.

B. Passive sniffing

Equally we have already witnessed in the scanning we can seize the four way hands shake in the passive sniffing (scanning). This four way handshake will occur if we are in the right groove and at the proper time. Equally we have already known about the airodump-ng of the aircrack-ng suite, it is the lightweight sniffer. Before that we must match our card is in monitor mode & locked onto a particular channel, and we are saving sniffer data into a file, we’ll stay board by just targeting a single groove.

#airmon-ng start wlan0
#airodump-ng-channel --write <bssid> wlan0

These commands will put our card into monitor mode that will lock our card onto the channel. The AP is transmitted, and the transmitted data will lock into the file, remember that.

C. Active sniffing
We have more serious things to do than wait around for new user to join. Alternatively we can sound off the user off and then follow him to reconnect. To kick off the user we use the de-authentication attack for that we need aireplay-ng. We catch the four way handshake.

D. Cracking pre shared key

#aircrack-ng –w wordlist.txt –s some.cap

Cracking WPA-PSK can be done by offline brute-force attack. It is challenging the character position for the pre-shared key and can be between 8 and 63 printable ASCII characters and the chosen passphrase is hashed 4096 times before using it within the PMK.

Even though aircrack-ng was a powerful it causes its own limitations, so to improvise the methods we use capacity that needs the limited number of frames than aircrack-ng to crack the key in offline. The great problem because WPA-PSK the PMK of this is not just hashed of the pre shared key, but also the SSID. This implies that even the different network can receive the same pre shared key, but the PMK will differ. Thither is a way to create they own hash table, by using the genpmk

genpmk –f wordlist –d wordlist.genpmk –s <BSSID>

Now we are going to increase the speed of the cracking the password. By utilizing the customized field-programmable gate array, it’s applied to perform the simple logical operation at incredible velocity. More incredible speed was achieved by using the improvised graphical process units (GPUS) it is merely called as video card which handles the graphic version. Only the help of NVDIAs CUDA (computed unified device architecture) and the c developer can offload the tasks to the video card to leverage its GPU for password checking.

E. Decrypting WPA-PSK captures
After we crack the key, we can able to read other users packets. But there is problem that every user has a unique pair wise transient key (ptk) that was generated when they associated with the network. Even though we have the PMK, we can decode the packets sent and receive from the user by using the wire shark tool have built in methods to decrypt the packets we need that not only the PMK and SSID of the target user. Because of the most of the encryption is mixed up with the SSID.

F. How to Defend WPA/WPA2 personal attack
Most of the home based Wi-Fi networks attacks are increased because the users are using their mobile numbers, birthdates or some favorite names and soon which can be easily guessed by the hackers. Thus, we necessitate to use maximum number of alpha-numeric special character and we demand to switch it every week. The word should not connect to your personal. Everyone must bear their own updated firewall.

VII. BREAKING AUTHENTICATION: WPA ENTERPRISE

This case of authentication will be practiced in most of the establishments. Because it offers better security and also economical. WPA enterprise supports a kind of authentication schemes with the usage of EAP (extensible authentication protocol). Some of the authentication schemes are considered more safe.

A. LEAP (Lightweight Extensive Authentication Protocol):
It is one of the Cisco’s proprietary. The EAP types are established on the MS-CHAPv2 it’s a challenge-response protocol. The customer gets connected to the network, sending its username and the authentication server return the 8-byte challenge. The client works out the NT hash of the password and uses them as seed material to encrypt the challenges using DES. When the server delivers the same computation and verifies the solution. LEAP is seemed to be a decent protocol. Its major downfall is the challenge and responses are communicated in the open. If we can sniff a user authenticating, we can set up an offline approach to obtain the user’s password.

A. PEAP and EAP-TTLS:
Protected EAP and EAP-TTLS tunneled transport layer security. They provide the best authentication by establishing a TLS tunnel between client and the authentication server, then passing their information within the tunnels using less secure inner authentication protocol. This case of authentication protocol worked in the networks so sniffing on this mesh is less viable. They are protected from the eavesdropping attack. This tunnel additionally provides the customer to secure the authentication server identity by TLS certificate via trusted certificate authority.
B. Attacking PEAP and EAP-TTLS
If we start attacking against the tunnel we won’t win because the tunnel is extremely dependable, but if we found vulnerability in that tunnel we can proceed some sort of attack, but mostly we can’t be able to get results if we discover the vulnerability in the implementation or misconfiguration in the certificate validation on the customer side by skipping the validation. Most of the admin will not notice this shape and then now its vulnerability to access point impersonation attacks and human being in the middle attack. To launch, we need an access point with the same SSID of the target network with better signal we ensure that the net must be same as the objective web. It must attract the guest to connect this network before that we need the radius server to reply to the customer request. There is an open source server free RADIUS that will have any inner authentication protocol sent by a client and respond to it. To start RADIUS we use #radiusd. At once the server has started it works in the background when the client connects inner authentication protocol, which will save every request and responds, even the username and password in the log files. If the client used some other authentication like MSCHAP we need to use sleep to crack it and we can plug in to their net.

C. EAP-TLS
This method was very safe, because it uses client and host credentials to authenticate the user along the web. Whether is a large problem with the managing the certificates for all other users in the system because of computer storage management. Most of the company doesn’t suffer the level of PKI required. The working of EAP-TLS uses the server that sends the client certificate which is verified and the public key is applied to encrypt the further message. At once the customer transmits the authentication server certificate, which is verified by the host. After the verification the client and server will generate the random key. This is utilized to initialize the symmetric cipher to encrypt the data from the TLS session. On the EAP success message the PMK is transmitted from the RADIUS server to the AP.

D. Attacking EAP-TLS
It is pretty much impossible to attack this EAP-TLS protocol; we can’t say that EAP-TLS has flaws. Till today at that place is no weakness are found because this protocol is very robust as we require to defeat in a practical way by stealing the private key. Most of the pin or key stored in the smart cards or it uses the RSA secure ID token. The largest trouble is if you gained the access to the network you can’t decrypt anyone else’s traffic because it use the unique PMK.

E. How to defend WPA/WPA2 enterprise attack
Every day new vulnerability has been establish in every technology because it was contrived by humankind. And at that place is the way to protect them from those injuries. And then every system should update their technology day to day by their administrator. It is possible only if the administrator updates his knowledge every day. The most significant thing is during the design and conformation of the organization’s networks some admin misses some configuration that makes the major fault in their net. The users of the network also receive knowledge of security they should not miss use it.

VIII. CONCLUSION
In this paper, we proposed several advanced attacks against wireless network. These various approaches will pass off in most of the wireless nets that will have many losses like money, important data or whole network may be compromised. Then we must aware of these approaches with the supporter of network administrator of every system. In future these kind of wireless attacks plays a major function in top cyber complains in nation because every day wireless technology is emerging tremendously. Therefore each and every individual must aware of these varieties of attacks to have a secured wireless communication.
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ABSTRACT: The main target of project is to improve version of a mini pneumatic jack. This will be more efficient for the user. This machine is pneumatic powered which has low co-efficient of friction. A pneumatic cylinder erected provides power to lift up the Jacky. This is a pneumatic powered machine and requires no other means of power to operate. The required components are Compressor, Pneumatic cylinder, Solenoid, Control circuit and Jack.

INTRODUCTION

NEED FOR AUTOMATION:
Automation can be achieved through computers, hydraulics, pneumatics, robotics, etc., of these sources, pneumatics form an attractive medium for low cost automation. The main advantages of all pneumatic systems are economy and simplicity. Automation plays an important role in mass production. Nowadays almost all the manufacturing processes are being made automatic in order to deliver the products at a faster rate. The following reasons affirms the benefits of automation,

➢ To achieve mass production
➢ To reduce man power
➢ To increase the efficiency of the plant
➢ To reduce the work load
➢ To reduce the production cost
➢ To reduce the production time
➢ To reduce the material handling
➢ To reduce the fatigue of workers
➢ To achieve good product quality
➢ Less maintenance
PNEUMATICS

The word ‘pneuma’ comes from Greek and means wind. The word pneumatics is the study of air movement and its phenomena is derived from the word pneuma. Today pneumatics is mainly understood to means the application of air as a working medium in industry especially the driving and controlling of machines and equipment.

Pneumatics has for some considerable time between used for carrying out the simplest mechanical tasks in more recent times has played a more important role in the development of pneumatic technology for automation.

Pneumatic systems operate on a supply of compressed air which must be made available in sufficient quantity and at a pressure to suit the capacity of the system. When the pneumatic system is being adopted for the first time, however it wills indeed the necessary to deal with the question of compressed air supply.

The key part of any facility for supply of compressed air is by means using reciprocating compressor. A compressor is a machine that takes in air, gas at a certain pressure and delivered the air at a high pressure. Compressor capacity is the actual quantity of air compressed and delivered and the volume expressed is that of that of the air at intake conditions namely at atmosphere pressure and normal ambient temperature.

The compressibility of the air was first investigated by Robot Boyle in 1662 and that found that the product of pressure and volumes of particular quantity of gas.

The usual written as

\[ PV = C \quad \text{(or)} \quad P_1V_1 = P_2V_2 \]

In this equation the pressure is the absolute pressured which for free is about 14.7Psi and is of courage capable of maintaining a column of mercury, nearly 30 inches high in an ordinary barometer. Any gas can be used in pneumatic system but air is the mostly used system now a days.

SELECTION OF PNEUMATICS

Mechanization is broadly defined as the replacement of manual effort by mechanical power. Pneumatic is an attractive medium for low cost mechanization particularly for sequential (or) repetitive operations. Many factories and plants already have a compressed air system, which is capable of providing the power (or) energy requirements and control system (although equally pneumatic control systems may be economic and can be advantageously applied to other forms of power).

The main advantages of an all pneumatic system are usually Economic and simplicity the latter reducing maintenance to a low level. It can have out standing advantages in terms of safety.

PNEUMATIC POWER

Pneumatic systems use pressurized gases to transmit and control power. Pneumatic systems typically use air as the fluid medium because air is safe, low cost and readily available.

THE ADVANTAGES OF PNEUMATICS

1. Air used in pneumatic systems can be directly exhausted back
   - In to the surrounding environment and hence the need of special reservoirs and no-leak system designs are eliminated.
2. Pneumatic systems are simple and economical
3. Control of pneumatic systems is easier

THE DISADVANTAGES OF PNEUMATICS

1. Pneumatic systems exhibit spongy characteristics due to compressibility of air.
2. Pneumatic pressures are quite low due to compressor design limitations (less than 250 psi).

PRODUCTION OF COMPRESSED AIR

Pneumatic systems operate on a supply of compressed air, which must be made available. In sufficient quantity and at a pressure to suit the capacity of the system. When pneumatic system is being adopted for the first time, however it wills indeed the necessary to deal with the question of compressed air supply. The key part of any facility for supply of compressed air is by means using reciprocating compressor. A compressor is a machine that takes in air, gas at a certain pressure and delivered the air at a high pressure. Compressor capacity is the actual quantity of air compressed and delivered and the volume expressed is that of the air. At intake conditions namely at atmosphere pressure and normal ambient temperature. Clean condition of the suction air is one of the factors, which decides the life of a compressor. Warm and moist suction air will result increased precipitation of condense from the compressed air.

COMPRESSOR MAY BE CLASSIFIED IN TWO GENERAL TYPES

1. Positive displacement compressor
2. Turbo compressor
Positive displacement compressors are most frequently employed for
Compressed air plant and have proved highly successful and supply air for pneumatic control application.
The types of positive compressor
1. Reciprocating type compressor
2. Rotary type compressor

Turbo compressors are employed where large of air required at low discharge pressures. They cannot attain pressure necessary for pneumatic control application unless built in multistage designs and are seldom encountered in pneumatic service.

RECIROCATING COMPRESSORS

Built for either stationary (or) portable service the reciprocating compressor is by far the most common type. Reciprocating compressors lap be had is sizes from the smallest capacities to deliver more than 500m$^3$/min. In single stage compressor, the air pressure may be of 6 bar machines discharge of pressure is up to 15bars. Discharge pressure in the range of 250bars can be obtained with high pressure reciprocating compressors that of three & four stages. Single stage and 1200 stage models are particularly suitable For applications, with preference going to the two stage design as soon as the discharge pressure exceeds 6 bars, because it in capable of matching the performance of single stage machine at lower costs per driving powers in the range.

ULTIMATE AIM

The pneumatic jack can be widely used in low cost automation in manufacturing industries. The weight lifting is quick and effortless, which reduces the physical fatigue (tiredness) felt by the worker.

PNEUMATIC CYLINDER

Pneumatic cylinders impart a force by converting the potential energy of compressed gas into kinetic energy. This is achieved by the compressed gas being able to expand, without external energy input, which itself occurs due to the pressure gradient established by the compressed gas being at a greater pressure than the atmospheric pressure. This air expansion forces a piston to move in the desired direction.

Pneumatic cylinders can be moved both inwards and outwards by compressed air. Cylinders of this type are called double-action cylinders.

Cylinders also exist which can only be moved pneumatically in one direction. The return movement is caused by a spring. Cylinders of this type are called “single-action cylinders”. The compressor cylinder is a single-action cylinder.

In order to move a cylinder in both directions, two of the valves contained in the kit are required.
To move the cylinder outwards, valve V1 must be open (the coil is supplied with electric current) and valve V2 closed (no current flowing).

![Pneumatic System Diagram]

To move the cylinder inwards, valve V2 is open and valve V1 closed. The diagram also makes it clear why vent "R" on the valve is required. Without this vent, the cylinder would be unable to move as the same pressure would be exerted on both sides of the piston and the air would not be able to escape. The pneumatic system uses manually or electrically operated valves to control direction of movement. Directional control valves can be operated by hand lever or electric solenoid to maintain an adjustable travel rate. The internal porting or spool of the directional control valve regulates airflow.

To extend the cylinder piston, air flows into the directional valve pressure port, through the flow control valve, and into the cylinder. As pressure builds in one end of the cylinder and the rod starts to extend, air exhausts out the opposite end of the cylinder. The flow control valve on the end of the cylinder restricts exiting airflow, which builds pressure to slow rod movement.

The exhausting air passes through the flow control valve and the directional control valve located at the end of the cylinder and exhausts to the atmosphere. When the cylinder retracts, the flow control valve at the end of the cylinder controls the flow, and the first valve allows air freely through.

Some cylinders have a cushion on one or both ends of travel. This cushion is a flow control valve that does not operate until the cylinder piston reaches a certain point in the cylinder. Then, the cushion restricts airflow to slow the cylinder movement. This allows it to move to the end of its travel at a slower speed. This adjustment is normally on the end of the cylinder head. See the air piping schematic to see what specific controls are provided with this equipment.

Because pneumatic systems always contain moisture from the air, the system should not be allowed to freeze. Freezing can damage the seals and control surfaces, allowing air leakage past valves, or locking a valve from operating.

Check valves may be inserted in the line to be sure the cylinder will stay in the desired position and not drift. This is useful in case some part is leaking, or there is a loss of air pressure in the plant system.

**NEEDS FOR PNEUMATIC POWER**

Pneumatic system use pressurized gases to transmit and control power as the name implies pneumatic systems typically use air as fluid medium because air is a safe, low cost and readily available fluid. It is particularly safe environments where an electrical spark could ignite leaks from the system components.

There are several reasons for considering the use of pneumatic system instead of hydraulic system liquid exhibit greater inertia than gases. Therefore in hydraulic system the weight of the oil is a potential problem. To design and development a material handling system for automation or semi automation of industries by using pneumatic control system which is used for low cost automation.

**3.2 VALVES**

**SOLENOID VALVE**

The directional valve is one of the important parts of a pneumatic system. Commonly known as DCV; this valve is used to control the direction of air flow in the pneumatic system. The directional valve does this by changing the position of its internal movable parts.

This valve was selected for speedy operation and to reduce the manual effort and also for the modification of the machine into automatic machine by means of using a solenoid valve.

---

A solenoid is an electrical device that converts electrical energy into straight line motion and force. These are also used to operate a mechanical operation which in turn operates the valve mechanism. Solenoid is one is which the plunger is pulled when the solenoid is energized.

The name of the parts of the solenoid should be learned so that they can be recognized when called upon to make repairs, to do service work or to install them.

## Parts of a Solenoid Valve

### 1. Coil

The solenoid coil is made of copper wire. The layers of wire are separated by insulating layer. The entire solenoid coil is covered with a varnish that is not affected by solvents, moisture, cutting oil or often fluids. Coils are rated in various voltages such as 115 volts AC, 230 volts AC, 460 volts AC, 575 Volts AC, 6 Volts DC, 12 Volts DC, 24 Volts DC, 115 Volts DC & 230 Volts DC. They are designed for such frequencies as 50Hz to 60Hz.

### 2. Frame

The solenoid frame serves several purposes. Since it is made of laminated sheets, it is magnetized when the current passes through the coil. The magnetized coils attract the metal plunger to move. The frame has provisions for attaching the mounting. They are usually bolted or welded to the frame. The frame has provisions for receivers, the plunger. The wear strips are mounted to the solenoid frame, and are made of materials such as metal or impregnated less Fiber cloth.

### 3. Solenoid Plunger

The solenoid plunger is the mover mechanism of the solenoid. The plunger is made of steel laminations which are riveted together under high pressure, so that there will be no movement of the lamination with respect to one another. At the top of the plunger a pin hole is placed for making a connection to some device. The solenoid plunger is moved by a magnetic force in one direction and is usually returned by spring action. Solenoid operated valves are usually provided with cover either the solenoid or the entire valve. This protects the solenoid from dirt and other foreign matter, and protects the actuator. In many applications it is necessary to use explosion proof solenoids.

### Working of Solenoid Valve

The solenoid valve has 5 openings. These ensure easy exhausting of 5/2 Valve. The spool of the 5/2 Valve slide inside the main bore according to spool position: the ports get connected and disconnected. The working principle is as follows.

#### Position-1

When the spool is actuated towards the outer direction port 'P' gets connected to 'B' and 'S' remains closed while 'A' gets connected to 'R'.

#### Position-2

When the spool is pushed in the inner direction port 'P' and 'A' gets connected to each other and 'B' to 'S' while port 'R' remains closed.

### Solenoid Valve (or) Cut Off Valve:

The control valve is used to control the flow direction is called cut off valve or solenoid valve. This solenoid cutoff valve is controlled by the electronic control unit. In our project separate solenoid valve is used for flow direction of vice cylinder. It is used to flow the air from compressor to the single acting cylinder.

#### 3.2.2 Flow Control Valve

In any fluid power circuit, flow control valve is used to control the speed of actuator. The flow control can be achieved by varying the area of flow through which the air is passing.

When area is increased, more quantity of air will be sent to actuator as a result its speed will increase. If the quantity of air entering into the actuator is reduced, the speed of the actuator is reduced.

#### 3.2.3 Pressure Control Valve

The main function of the pressure control valve is to limit (or) control the pressure required in a pneumatic circuit. Depending upon the method of controlling they are classified as

1. Pressure relief valve
2. Pressure reducing valve

### 3.3.5 Hoses:
Hoses used in this pneumatic system are made up of polyurethane. These hose can with stand at a maximum pressure level of 10 x10^5 N/m².

### 3.3.6. Connectors:
In our system there are two type of connectors used. One is the Hose connector and the other is the reducer. Hose connectors normally comprise an adopt hose nipple and cap nut. These types of connectors are made up of brass (or) aluminum (or) hardened pneumatic steel.

### 3.4 CONTROL UNIT:
The pneumatic jack machine. Air-operated device used for many small operations. It is a portable one. Compressed air is the source of energy for this device. The compressed air is allowed. Here the compressed air from the compressor firstly enters the Control unit. In the control unit the pressure of the air is controlled.

### 3.5 PRESSURE GAUGE:
Pressure gauges are usually fitted with the regulators. So the air pressure adjusted in the regulator is indicated in the pressure Gauge, is the line pressure of the air taken to the cylinder.

### 3.6. JACK
A jack is a mechanical device used as a lifting device to lift heavy loads or apply great forces. Jacks employ a screw thread or hydraulic cylinder to apply very high linear forces. A mechanical jack is a device which lifts heavy equipment. The most common form is a car jack, floor jack or garage jack which lifts vehicles so that maintenance can be performed. A pneumatic jack is a hydraulic jack that is actuated by compressed air - for example, air from a compressor - instead of human work. This eliminates the need for the user to actuate the hydraulic mechanism, saving effort and potentially increasing speed. Sometimes, such jacks are also able to be operated by the normal hydraulic actuation method, thereby retaining functionality, even if a source of compressed air is not available.

### DESIGN OF EQUIPMENT AND DRAWING

#### 4.1 PNEUMATIC COMPONENTS AND ITS SPECIFICATION
The pneumatic jack machine consists of the following components to full fill the requirements of complete operation of the machine.
1. Double acting pneumatic cylinder
2. Solenoid valve
3. Flow control valve
4. Connectors
5. Hoses

1. **Double acting pneumatic cylinder:**

   **Technical Data**
   - Stroke length: cylinder stroke length 100mm = 0.1m
   - Piston rod: 10mm =10 x10^-3 m
   - Quantity: 1
   - Seals: Nitride (Buna-N) Eastover
   - End cones: Cast iron
   - Piston: EN-8
   - Media: Air
   - Temperature: 0-80°C
   - Pressure Range: 8N/m²

2. **Solenoid Valve**

   **Technical data**
   - Size: 0.635x10^-3 m
   - Part size: G0.635x10^-3 m
   - Maximum pressure: 0-10 x10^-3 N/m²
   - Range

   Quantity: 1

3. Flow control valve:

**Technical data**
- Port size: 0.635 x 10⁻² m
- Pressure: 0·8 x 10⁵ N/m²
- Media: Air
- Quantity: 1

4. Connectors

**Technical data**
- Max working pressure: 10 x 10⁵ N/m²
- Temperature: 0-100°C
- Fluid media: Air
- Material: Brass

5. Hoses

**Technical data**
- Max pressure: 10 x 10⁵ N/m²
- Outer diameter: 6 mm = 6 x 10⁻¹ m
- Inner diameter: 3.5 mm = 3.5 x 10⁻³ m

**Pneumatic unit**
- Type of cylinder: Double acting cylinder
- Type of valve: Flow control valve & solenoid valve
- Max air pressure: 8 x 10⁵ N/m²

4.3 DESIGN CALCULATION

Max pressure applied in the cylinder (p): 8 x 10⁵ N/m²
Area of cylinder (A): \( \frac{3.14}{4} \times (D^2) \): 80.38mm²
Force exerted in the piston (F): Pressures applied X area
Of cylinder.

---

Here the pneumatic jack is worked with the help of pneumatic power. The name of jack is “pneumatic jack" To carry the vehicle load for working in the automobile workshop and in the service station.

**WORKING PRINCIPLE**

The working medium adopted is compressed air. The compressed air is transmitted through tubes to pneumatic cylinder where power is converted into reciprocating motion. The reciprocating motion is obtained by using an electrically controlled solenoid valve. The input to the solenoid valve is given through the control unit. The reciprocating motion transmitted to the jack through the piston which moves on the cylinder. The jack is placed under the vehicle chassis, where the vehicle to be lifted. The vehicle can be lifted when the solenoid valve is switched. The vehicle over the jack gets the reciprocating motion through the piston which is connected to the jack. Thus using a pneumatic jack the vehicle can be lifted with ease in operation.

- Power can be easily transmission
- Less loss in transmission
- A single compressor can supply power to many pneumatic Jacky.
- Low cost
- Easy to work and reduces the manual stress

**DEMERTIS**

Need separate compressor.

**APPLICATIONS**

Used in automobile service stations and can also used in vehicles instead of screw jack.

**FACTORS DETERMINING THE CHOICE OF MATERIALS**

The various factors which determine the choice of material are discussed below.

1. **Properties:**

The material selected must posses the necessary properties for the proposed application. The various requirements to be satisfied Can be weight, surface finish, rigidity, ability to withstand environmental attack from chemicals, service life, reliability etc.

The following four types of principle properties of materials decisively affect their selection

a. Physical  
b. Mechanical  
c. From manufacturing point of view  
d. Chemical

The various physical properties concerned are melting point, thermal Conductivity, specific heat, coefficient of thermal expansion, specific gravity, electrical conductivity, magnetic purposes etc.

The various Mechanical properties Concerned are strength in tensile, Compressive shear, bending, torsional and buckling load, fatigue resistance, impact resistance, elastic limit, endurance limit, and modulus of elasticity, hardness, wear resistance and sliding properties.

The various properties concerned from the manufacturing point of view are,  
- Cast ability  
- Weld ability  
- Surface properties  
- Shrinkage  
- Deep drawing etc.

2. **Manufacturing case:**

Sometimes the demand for lowest possible manufacturing cost or surface qualities obtainable by the application of suitable coating substances may demand the use of special materials.

3. **Quality Required:**

This generally affects the manufacturing process and ultimately the material. For example, it would never be desirable to go casting of a less number of components which can be fabricated much more economically by welding or hand forging the steel.
4. Availability of Material:

Some materials may be scarce or in short supply. It then becomes obligatory for the designer to use some other material which though may not be a perfect substitute for the material designed. The delivery of materials and the delivery date of product should also be kept in mind.

5. Space consideration:

Sometimes high strength materials have to be selected because the forces involved are high and space limitations are there.

6. Cost:

As in any other problem, in selection of material the cost of material plays an important part and should not be ignored. Some times factors like scrap utilization, appearance, and non-maintenance of the designed part are involved in the selection of proper materials.

CONCLUSION

The project carried out by us made an impressing task in the field of automobile and automobile workshops. It is very usefully for the workers to work in the automobile workshop are in the service station. This project has also reduced the cost involved in the concern. Project has been designed to perform the entire requirement task which has also been provided.
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Abstract: Proportional, Integral and Derivative (PID) controllers are the most widely used controller in the chemical process industries because of their simplicity, robustness and successful practical application. Many tuning methods have been proposed for PID controllers such as Ziegler-Nichols, Tyreus-Luyben, Cohen-Coon, IMC, IMC based PID, FuzzyPID. Our purpose in this study is comparison of these tuning methods for single input single output (SISO) systems using computer simulation. Comparative analysis of performance evaluation of different controller are performed. Such as percentage of overshoot, settling time, rise time has been used as the criterion for comparison. These tuning methods have been implemented for first, second and third order systems with dead time and for two cases of set point tracking and load rejection response has considered.

I. INTRODUCTION

A proportional-integral-derivative controller (PID con-troller) is a control loop feedback mechanism (controller) widely used in industrial control systems. A PID controller calculates an error value as the difference between a measured process variable and a desired set point. The controller attempts to minimize the error by adjusting the process through use of a manipulated variable. The field of Fuzzy control has been making rapid progress in recent years. Fuzzy logic control has been widely exploited for nonlinear, high order and time delay system [2]. This paper has two main contributions. Firstly, a PID controller has been designed for higher order system using Ziegler-Nichols frequency response method and its performance has been observed. The Ziegler Nichols tuned controller parameters are fine tuned to get satisfactory closed loop performance. Secondly, for the same system a fuzzy logic controller has been proposed with simple approach and smaller number of rules (four rules) as it gives the same performance as by the larger rule set [1], [3], [7], [8], [9], [10]. Simulation results for a higher order system have been demonstrated. A performance comparison between Ziegler-Nichols tuned PID controller, IMC-based PID controller, Tyreus-Luyben, Cohen-Coon PID Controller and the proposed fuzzy logic controller is presented. In this study we have compared the performances of these tuning methods. For simulation study first, second and third order systems with dead time have been employed and it was assumed that the dynamics of system is known. Simulation study has been performed for two cases of set point tracking and load rejection. The paper has been organized as follows, Section-II explains generalized model of PID controller.
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Section-III describes the design consideration for a higher order system. Section IV presents design of PID controller using Z-N technique. Section V presents design of fuzzy logic controller using simple approach and smaller rule base. Section VI finally conclusion close the paper.

II. GENERALISED MODEL OF PID CONTROLLER

The PID control logic is widely used in the process control industry. PID Controllers have traditionally chosen by the control system engineers due to their flexibility and reliability. A PID controller has proportional, integral and derivative terms that can be represented in transfer function form as

\[ K(s) = K_p + K_i s + K_d s \]

where,

- \( K_p \) represents the Proportional gain.
- \( K_i \) represents the Integral gain.
- \( K_d \) represents the Derivative gain.

III. DESIGN CONSIDERATION

A PID controller is being designed for a first, second and higher order system with transfer function,

1) First order plus dead time model (FOPDT).
   \[ T(s) = e^{0.3s} (s + 1) \]
   where, dead time(\( \tau \))=0.3 sampling time(\( T_s \))=0.05(\( \tau \))=1

2) Second order plus dead time model (SOPDT).
   \[ T(s) = e^{0.3s} (0.4s + 1)(0.5s + 1) \]
   where, dead time(\( \tau \))=0.3 sampling time(\( T_s \))=0.05(\( \tau \))=0.4 (\( \tau \))=0.5

3) Higher order plus dead time model.
   \[ T(s) = 0.0404e^{0.1s} + 3.27s^2 + 3.61s + 0.07107 \]

Fig. shows the simulink model of the PID controller and the plant with unity feedback. i) PID controller using Z-N technique (ii) fuzzy controller so that the closed loop system exhibit small overshoot \( M_p \) and settling time \( t_s \) with zero steady state error \( e_{ss} \).

![Fig. 1. A simple PID controller system block diagram](image)

### TABLE I

<table>
<thead>
<tr>
<th>Controller</th>
<th>( K_p )</th>
<th>( K_i )</th>
<th>( K_d )</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>0.5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PI</td>
<td>0.455</td>
<td>0.833</td>
<td>-</td>
</tr>
<tr>
<td>PD</td>
<td>0.71</td>
<td>-</td>
<td>0.15</td>
</tr>
<tr>
<td>PID</td>
<td>0.6</td>
<td>0.5</td>
<td>0.125</td>
</tr>
</tbody>
</table>

IV. DESIGN OF PID CONTROLLER FOR DIFFERENT TUNING METHOD

A. Ziegler-Nichols Method

Frequency response method suggested by Ziegler-Nichols is applied for design of PID controller.
By setting $T_i=1$ and $T_d=0$ and using the proportional control action ($K_p$) only, the value of gain is increased from 0 to a critical value $K_u$ at which the output first exhibits oscillations. $P_u$ is the corresponding period of oscillation. The unit step response for different values of gain $K_p$ were observed. The step response for the $K_p=7.65$ is shown in figure below: The above response clearly shows that sustained oscillation occurs for $K_p = K_u=7.65$. The ultimate period $P_u$ obtained from the time response is 3.14. $K_u$ and $P_u$ are Ziegler-Nichols parameters which can be calculated for plant by inserting the plant in setup with a step input and gain $K$ and tuning the gain $K$ up to which the plant output is sustained oscillations. At that time, gain $K$ will be equal to $K_u$ and $P_u$ will be the time difference between two consecutive peaks.

B. Tyreus Luyben Method

The Tyreus-Luyben procedure is quite similar to the Ziegler-Nichols method but the final controller settings are different. Also this method only proposes settings for PI and PID controllers. These settings that are based on ultimate gain and period are given in below table

<table>
<thead>
<tr>
<th>Controller</th>
<th>$K_p$</th>
<th>$i$</th>
<th>$d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PI</td>
<td>0:31 $K_u$</td>
<td>2:2 $P_u$</td>
<td></td>
</tr>
<tr>
<td>PID</td>
<td>0:31 $K_u$</td>
<td>2:2 $P_u$</td>
<td>0:152 $P_u$</td>
</tr>
</tbody>
</table>

C. Cohen-Coon Method

In this method the process reaction curve is obtained first, by an open loop test as shown in Figure , and then the process dynamics is approximated by a first order plus dead time model, with following parameters:

$$m = \frac{1}{2} (t_2 - t_1)$$

$$d_m = \frac{1}{2} m t_1$$

$t_1$ = time at which $= 0.283 C$ $t_2$ = time at which $= 0.632 C$ $C$ = the plant output.

This method is proposed by Dr C. L. Smith provides a good approximation to process reaction curve by first order plus dead time model. After determining of three parameters of $k_m$, $m$ and $d$, the controller parameters can be obtained, using Cohen-Coon relations given in Table 2.3. These relations were developed empirically to provide closed loop response with a decay ratio.

TABLE III
COHEN-COON CONTROLLER SETTING

<table>
<thead>
<tr>
<th>Controller</th>
<th>Kp</th>
<th>i</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>$\frac{1}{k_m d (1 + \frac{d}{3_m})}$</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>PI</td>
<td>$\frac{9}{k_m d (\frac{1}{d} + \frac{2}{m})}$</td>
<td>$\frac{30 + 3m}{d_m}$</td>
<td>--</td>
</tr>
<tr>
<td>PID</td>
<td>$\frac{1}{m d (\frac{3}{1} + \frac{d}{4 m})}$</td>
<td>$\frac{32 + 6m}{d_m}$</td>
<td>$\frac{4 + 11}{m}$</td>
</tr>
</tbody>
</table>

D. Internal Model Controller

The main advantage to IMC is that it provides a transparent framework for control system design and tuning. The IMC control structure can be formulated in the standard feedback control structure. For many processes, this standard feedback control structure will result in a PID controller (sometimes cascaded with a first-order lag). This is pleasing because we can use standard equipment and algorithms (i.e., PID controllers) to implement an "advanced" control concept.

The IMC design procedure is exactly that of the open-loop "control" design procedure. Remember that a factorization of the process model was performed so that the resulting controller would be stable. If the controller is stable and the process is stable, then the overall control system is stable.

Fig. 4. Schematic of the IMC scheme

1) IMC Design Procedure: The assumption we are making is that the model is perfect, so the relationship between the output, $y$, and the setpoint, $r$, is given by equation

$$y(s) = G_p(s)q(s)r(s).$$

Model uncertainty is handled by adjusting the "filter factor" for robustness (tolerance of model uncertainty) and speed of response. The IMC design procedure consists of the following steps.

- Develop a process model, $G_p(s)$
- Factor the process model into invertible ("good stuff") and noninvertible ("bad stuff" - time delays and RHP zeros) portions, usually using an all-pass factorization.

$$G_p(s) = G_p^+(s)G_p^-(s)$$

This factorization is performed so that the resulting controller will be stable.

Invert the invertible portion of the process model (the good stuff) and cascade with a filter that makes the controller $q(s)$ proper.

$$q(s) = G_p^+ (s)f(s)$$
For a focus on step setpoint changes, the following form is often used:

\[ f(s) = \frac{1}{(s+1)^n} \]

and \( n \) is chosen to make the controller proper (or semiproper).

For good rejection of step input load disturbances, the form used is,

\[ f(s) = \frac{-1}{(s+1)^n} \]

where \( n \) is selected to cancel the slow process time constant.

### E. DESIGN OF FUZZY LOGIC CONTROLLER (FLC)

Simulink model of the fuzzy controller and the plant with unity feedback is shown in Fig. 5. For a two input fuzzy controller, 3, 5, 7, 9 or 11 membership functions for each input are mostly used [7]. In this paper, only two fuzzy membership functions are used for the two inputs error \( e \) and change in error \( e' \). Membership functions for the output parameter are shown in Fig. 6, here N means Negative, Z means Zero and P means Positive.

<table>
<thead>
<tr>
<th>TABLE IV</th>
<th>FUZZY RULE</th>
</tr>
</thead>
<tbody>
<tr>
<td>e/ e</td>
<td>N P</td>
</tr>
<tr>
<td>N N</td>
<td>N</td>
</tr>
<tr>
<td>P N</td>
<td>P</td>
</tr>
</tbody>
</table>

Fig. 5. System with fuzzy logic controller

Fig. 6. Membership function for inputs \( e \) and \( e' \)

Fig. 7. Membership function for outputs
V. RESULT AND CONCLUSION

This paper covered an overview of PID controller, design of PID controller using Z-N, T-L, C-C, IMC technique and design of fuzzy logic controller for first, second, higher order processes. Simulation results using Matlab simulink are discussed for Ziegler Nichols, Tyres Luyben, Cohen-Coon, IMC based PID controller and the Fuzzy logic controller. Ziegler Nichols technique gives high overshoot and settling time with zero steady state error. Initial controller parameters obtained using Z-N formula need to be adjusted repeatedly through computer simulation to get satisfactory performance. IMC based PID controller gives zero steady state error and smaller overshoot and settling time than Ziegler Nichols tuned PID controller but it is not applicable for higher order. The Fuzzy Logic controller gives no overshoot, zero steady state error and smaller settling time than obtained using Ziegler Nichols tuned PID controller and IMC based PID controller. The simulation results shown in table 5.1, 5.2, 5.3 confirms that the implemented Fuzzy logic controller with simple design approach and smaller rule base can provide better performance comparing with the Ziegler Nichols tuned PID controller, IMC based PID controller, Tyres-Luyben tuned PID controller, Cohen-Coon tuned PID controller.

**TABLE V**

<table>
<thead>
<tr>
<th>Method</th>
<th>%overshoot</th>
<th>J_s</th>
<th>J_c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z-N</td>
<td>18</td>
<td>33.32</td>
<td>18</td>
</tr>
<tr>
<td>C-C</td>
<td>28</td>
<td>26.48</td>
<td>5.3</td>
</tr>
<tr>
<td>T-L</td>
<td>0.0693</td>
<td>193.78</td>
<td>81.32</td>
</tr>
<tr>
<td>IMC</td>
<td>2.24</td>
<td>8.25</td>
<td>3.027</td>
</tr>
<tr>
<td>FUZZY PID</td>
<td>0.04</td>
<td>10.31</td>
<td>5.68</td>
</tr>
</tbody>
</table>

**TABLE VI**

<table>
<thead>
<tr>
<th>Method</th>
<th>%overshoot</th>
<th>Ts</th>
<th>Tr</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z-N</td>
<td>19.95</td>
<td>77.81</td>
<td>11.03</td>
</tr>
<tr>
<td>IMC</td>
<td>2</td>
<td>5.716</td>
<td>2.73</td>
</tr>
<tr>
<td>FUZZY PID</td>
<td>0.04</td>
<td>6.7</td>
<td>3.729</td>
</tr>
</tbody>
</table>

Fig. 8. Simulation plot for first order plus dead time model

Fig. 9. Simulation plot for second order plus dead time model
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ABSTRACT: Here it discusses about some of the features of signature data and their extraction from the raw data set collected from ATVS signature database. The features include time duration, sign changes of dx/dt and dy/dt, average jerk, number of pen-up pen-down etc. Signature features are pre-processed and brought to a value having same decimal point and trained using back propagation neural network. For signature data of 10 users and accuracy rate of 86% is obtained.
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1. INTRODUCTION

Authentication of user is becoming very important to do business transactions, accessing data and for security purpose. Many different techniques are applying for authentication purpose. User IDs and passwords, PIN codes, ATM card, PAN card are many different ways which are common today, but the problem of such systems are that, they need remembering different PINs or passwords, or they need to be kept secret from others access. Signature is a behavioural biometric. Automatic signature authentication is now getting popular in research areas because of its acceptance in legal and social areas and its widespread use in authentication purpose.

Since signature for different individuals vary with the variation of individuals, so it is a very robust biometric to authenticate a user. Signature verification is a very difficult pattern recognition problem. Since intra class variations occur, even experts get difficulty to recognize the forgery signature. And also it is very easy to forge a signature. Signature is believed to be a reflex action which produces its dynamic properties unconsciously.

Biometrics can be broadly divided into physiological and behavioural biometrics. Physiological biometrics is fingerprint; iris, face recognition etc and behavioural biometrics are signature, voice, hand writing etc. Authentication of signature is done by detecting forgeries. Forgeries can be divided into random forgery, simple simulated forgery and simulated skilled forgery. Fig1 shows an example of forgery signatures. Random forgeries are produced randomly without any information about the name and person for whom signature is produced. Random forgery are generated when forger do not have any available access to the signature. They may
have different shape and size from the authentic signature. Simple forgery may have same semantic meaning like authentic one but overall shape and size may differ. Skilled forgery signatures are the signatures which are given by a person by vigorous practice and a kin observation.

Fig 1: (a) genuine signature; (b) random forgery; (c) simulated simple forgery; (d) simulated skilled forgery

For online signature verification, signature data are generally taken using capacitive tablet or PDA which gives the x-y coordinate, pressure readings etc. From these raw data different features can be computed. Signature authentication problem can be solved by two ways i.e. dynamic and static. According to that features can be classified as dynamic features and static features. Dynamic data can be obtained by electronic tablet or PDA, and static images are obtained either by camera or scanning the photo of the signatures. Dynamic features [1] are functions of time and static features are time independent. Even if a skilled forger produces the same looking signature like the authentic one, but they can’t produce the same pressure produced by the authentic one, so it is difficult to forge. The use of pen dynamics over shape of signature would be very useful in forgery detection because dynamic features of a signature are not readily available for forger as in the shape of offline signature.

Handwritten signatures can be represented by multiple modals i.e. global and local, shape based and time based. Local shape based signature and their advantages are discussed in [2]. Three signature databases are collected and analysed for a different period of time. Different reasons for inaccuracies are also discussed. Global feature based technique is applied in [4]. Three global features i.e. projection moment, upper envelope based characteristics and lower envelope based characteristic are used and then multiple neural network is applied for the classification purpose. To remove noise they have applied median filter. A fusion of local and regional features is discussed in [5]. The local function based features are classified with DTW and regional features are classified with HMM. In [7] signature verification based on logarithmic spectrum is done. Principle components of the logarithmic spectrum are compared with the reference signature and similarity value is calculated between the enrolled and reference signature. A stroke based method for shape and dynamics of signature is discussed in [8]. Two levels strategy i.e. soft and hard rule are implemented in it.

The signature authentication can be done by two methods that are verification and recognition. In verification, the features of the test signature are compared with the limited number of stored features of the signature, and need to verify if the signature belongs to that particular person or not. But in recognition we are not known to the output signature, we have to recognize the given signature belongs to the given database or not. In recognition feature matching is done with the entire database.

Online signature verification can be broadly classified into two groups based on their feature extraction: parametric approach and function based approach. In parametric approach a set of parameters (e.g. Speed, displacement, position, pen up pen down, wavelet transform etc.) extracted can be used as a feature to form a signature pattern, and those feature patterns can be used as reference and test signature to examine the authentication of the signature. In function based approach the features are the function of time (e.g. velocity, acceleration, pressure, direction of pen movement etc.). Online signatures are characterized as a time function.

In any verification task there are two types of error involved i.e. false rejection rate (FRR) and false acceptance rate (FAR). False rejection is when the authentic signature is rejected and false acceptance means when a forged signature is accepted to be authentic. When percentage of false rejection rate is equal to the percentage of false acceptance rate we call it equal error rate. Equal error rate is the measure of the performance of a biometric system. Average error rate is the average of FAR and FRR. The authenticity of test signature is evaluated by matching it with that of reference signature. There are many techniques available for matching e.g. dynamic time warping (DTW) [9], hidden Markov model (HMM), support vector machine (SVM) and neural network (NN). When functions are considered, the matching technique must take into account the variation of duration of signature. A method of similarity measure

for signature verification and recognition using symbolic representation is done in [3]. In [6] a method of string matching or dynamic time warping is done. Local features and stroke based global features are extracted and compared the results by varying the values of absolute and relative speed of the signature. Signature feature vectors are formed in symbolic interval value and test data are inserted to check if it lies within that interval or not. Interval value is set by calculating mean, variance and standard deviation. Writer dependent and feature dependent threshold are set in the database.

- Dynamic time warping technique is generally used for function based parameter. But the time complexity of DTW is more of the order of (O’).
- HMM performs stochastic matching using probability distribution of the features. They can compute both similarity and variability of the pattern. But they require a large dataset to train and are complex.
- Support vector machine classifies one class of data from the other by finding the hyper plane that maximizes the separation between classes. SVM have algorithmic complexity, and requires large storage for large scale task
- Neural network have ability of generalization. They can be used to detect nonlinear equations for dependent and independent variables. They can train large amount of database. Easily implemented in parallel architecture.

2. FEATURE EXTRACTION

The database is collected from ATVS signature sub corpus. The database contains raw data values of the signature i.e. x-coordinate, y-coordinate, time stamp, pen up pen down and pressure signal. From these data the features are extracted.

**Total duration of signature**: it is the time taken to complete a signature. It can be calculated as the difference between the last time stamp and the first time stamp.

**Number of pen ups**: the number of times pen is removed from the pad/paper.

**Sign changes of dx/dt and dy/dt**: dx/dt and dy/dt may be positive or negative value. So when it changes the value from positive to negative or negative to positive it is counted.

**Average jerk**: jerk is change in acceleration with respect to time. Average jerk is the mean of the jerk.

**Standard deviation of acceleration in y-direction**: standard deviation of a_y; where

Velocity in y-direction \( v_y = dy/dt \)

Acceleration in y-direction \( a_y = dv_y/dt \)

**Standard deviation of velocity in y-direction**: standard deviation of \( v_y \); where

Velocity in y-direction \( v_y = dx/dt \)

**Number of local maxima in x direction**: local maxima can be calculated from change in x with respect to time.

**Standard deviation of acceleration in x-direction**: standard deviation of a_x; where

Velocity in y-direction \( v_x = dx/dt \)

Acceleration in y-direction \( a_x = dv_x/dt \)

**Standard deviation of velocity in x-direction**: standard deviation of \( v_x \); where

Velocity in y-direction \( v_x = dx/dt \)

3. METHODOLOGY

In neural network approach, the main procedure to implement is: first of all the features need to be extracted and then the network is to be trained to learn the relationship between the pattern and its class. During training, validation of the network is to be checked by few features to see if the network is giving a satisfactory result or not. After validation, the network is to be tested using features which are completely unknown for the network, to see the performance of the network. Data base is collected from ATVS signature sub corpus [11]. Database consists of 25 signature data for each individual. From the raw data set consisting of information of x coordinate, y coordinate, time stamps, pressure and pen up and pen down, features were extracted. Then the database is divided into three parts for training, validation and testing. For training first 15 signature were extracted, for validation next 5 signature were extracted and for testing also remaining 5 signature were extracted and randomized them. The matching technique used is neural network approach. At first the extracted data are brought to 10th decimal point. Then the data is normalized so that the pattern values are between 0 and 1. During training weights are updated to minimize the difference between the desired output and the actual output i.e. error. The fixed weights after training can be used for the task in pattern recognition and classification. The neural network structure used have three layers: one input layer, one hidden layer and one output layer. Activation provides the measure of confidence of corresponding decision of the classifier. Commonly used activation functions are sigmoid functions. The activation function used here is log sigmoid function (logsig). It gives the activation label between 0 and 1. If activation is 1 it means confidence is high and if it is 0 means confidence is zero.

3.1 Vector matrix form of back propagation algorithm

1. An input pattern is presented and calculated the outputs of the network at all the internal layers
2. For each of the layers, the sensitivity vector is calculated according to
   \[ D^{(o)} = G^{(e)}(o_l - x_{i}^{(o)}) \] for output layer
   \[ D^{(e)} = G^{(e)}(o_l - W^{(e)}D^{(o)}) \] for all hidden layers
3. The synaptic weights are updated for the network according to

\[ W^{(l)}(k+1) = W^{(l)} + \alpha^{(l)} D^{(l)} x_{out}^{(l-1)T} \]

4. Continue steps 1 through 3 until the network reaches the desired mapping accuracy

\[ d_i = \text{desired output} \]
\[ x_{out} = \text{actual output of the neural network} \]
\[ k = \text{iteration number} \]

4. RESULT

Neural network is a generalization tool. The reason why the neural network approach is chosen among the number of other classification methods is that neural network is easy to use and can solve complex problems with ease. From this work it is realized that, when variation of data is more, neural network finds it difficult to generalize. That is why normalization of database is important. When introduced pre-processing of data by converting them to $10^3$ decimal point or same decimal point value the generalization becomes more and classification error decreases. Confusion matrix is a table which helps the visualization of the performance of supervised machine learning. The diagonal boxes in the table from left (up) to right (down) give the true positive classification. And other boxes show the true negative classification. From the confusion matrix in fig2, when genuine signatures were taken the True positive rate found is 86% i.e. false rejection rate (FRR) is 14%. From confusion matrix in fig3, when forgery signatures were taken, the false acceptance rate is 12%.

Confusion Matrix

```
<table>
<thead>
<tr>
<th>Target Class</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>
```

Fig2: confusion matrix for genuine signature data of 10 users
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Fig3: confusion matrix for forgery signature data of 10 users

From the confusion plot the accuracy of the system can be calculated by

\[
\text{Accuracy} = \left( 100 - \frac{\text{FAR} + \text{FRR}}{2} \right) \% 
\]

The accuracy rate of the system is 86 %

5. CONCLUSION

The main objective of this work is to construct a signature recognition system so that to get a maximum accuracy label. To do this, some features were extracted and formed pattern from them. The features acts as an input pattern to the neural network and corresponding targets are constructed. In neural network, the patterns are trained according to the target, where weights are updated to get a minimum error. When a stopping condition is reached the iteration stops. In neural network training many times of trial and error is done to get satisfactory neural network architecture. Parameters like hidden nodes in a neural network, initial learning rate parameter, learning rate schedule are needed to be adjusted again and again. Neural network architecture is dependent on these parameters. In this work the nodes in the hidden layers are 80. Initial learning rate parameter is 1 and learning rate scheduled at 300. These parameters give a false acceptance rate of 12% and a false rejection rate of 14%. And accuracy rate when calculated gives an accuracy rate of 87%.

Since neural network has a generalization capability, once trained its weight need not be changed again. In testing it gives the result from the trained architecture itself. The main drawback of neural network training is that, for larger dataset it is very difficult to adjust the parameters by trial and error method. And the time consumption is more.
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Abstract: Raga played by Indian instrument is the actually soul of the Indian classical music. Indian classical music is famous around all over the world for its particular structure and well soundness. Our work is related to analyze and classify the instrumental music according to their features. This will help to non-professional and music learner for understanding and acquire knowledge about the music using the system intelligence. There are various features for analysis of music but our approach is towards the spectral and temporal features. For extraction of feature we prefer MIR toolbox and MATLAB function, it is really a very helpful tool for these purpose. At very first we just collect clips of ragas and find out the spectral and temporal features. These features show the better result. We are using four ragas namely:- Bhairav, Bhairavi, Todi and Yaman. For classification we use different types of classifier just like KNN classifier and SVM classifier they gives approximate 87% and 92% accuracy respectively.

I. INTRODUCTION

Indian classical music is known for its perfect technical soundness and well defined structure known as ragas. Each raga is based on some specific combination of swara (notes). Any raga should have at least five notes out of seven and it is also possible that two raga has same notes but the aarohan, avrohan and pakad is different so one can identify it properly. Expert person can understand the raga very easily, but for learner it is very difficult to classify and identify the raga. So this method is helpful for both professional and non-professional one. Proposed work is related to classification and analysis of Instrumental Indian classical music. We are using MATLAB tool for processing music segment and find out information related to raga analysis and classification. Music Information Retrieval toolbox (MIR) [2] is also helpful to find out the features for comparison. This software widely use in western music and now days implemented in Indian Classical music. Work focused on four ragas namely Bhairav, Bhairavi, Todi and Yaman and the selected instrumental music is mixed polyphonic to find out the spectral and temporal features like brightness, RMS energy, spectral flux spectrum chromogram, histogram etc. For classification we preferred KNN and SVM classifier [2], [3]. Swaras are the frequency generated by instrumentally or vocally. Actually these seven swaras represents the absolute frequencies ratio with respect to each other and these are very similar to SOLFEGE in western music. The seven swaras are namely: Shadja (Sa), Rishabh (Re), Gandhara (Ga), Madhyama (Ma), Panchama (Pa), Dhaivata (Dh), and Nishad (Ni). Out of seven, two swaras i.e Sa and Pa has only pure form while other five has both pure and impure form in structural elements of raga. The purpose behind this work is to design a computer based education of Indian classical music for everyone.
Following are the basic terms related to Indian classical music.

a) Ragas:

Indian music is famous for its ragas specialty. Raga represents the color of emotion and it has some specific melodic phrases. Raga has definite pattern of notes (swaras). Two ragas may be same notes but the pattern of distribution is different in case of each raga that is why two ragas have same notes but they tuned differently.

b) Aarohan, Avrohan and Pakad

Aarohan and Avrohan is the ascending and descending progression of swaras respectively. Pakad is a small sequence of swaras in a raga that acts as a mark for the raga and an artist often calls and recalls the pakad over a performance.

c) Vadi, Samvadi and Jati

The Vadi is the most noticeable notes used in a raga and next to vadi, samvadi is the second most noticeable notes in a raga. Often Vadi as the Monarch of swaras for that raga. There are three jati in Indian classical music namely: Audhav–has five notes, Shadav–has six notes and Sampoorna has seven notes. Ragas have combination of Jati, e.g. Audhav- Audhav, Audhav – Shadav

The rest of the paper is organized as follows: The literature survey is described in section II. Methodology explained in section III. The proposed approach details in section IV. Section V describes the details regarding hardware and its related issues. The experimentation and results are projected in section VI and section VII concludes the paper.

II. LITERATURE SURVEY

For literature we have been following the related papers for, how we can extract these features the method of analysis and classification of ragas, to distinguish the different characteristics of raga and their structure and methodology. Pranay Dighe et.al [1] has proposed work to vigorous programmed analysis of Indian classical music through machine learning and signal processing toolbox like MIR toolbox. They developed idea to perform scale-independent raga identification by using a random forest classifier on swara histograms and succeeded state-of-the-art results for the same. The average accuracy is approximate 97% and some algorithm is also used by them especially for computation of swara based features. By referring this paper we acknowledged about the features extraction of ragas and using these features for the classification of two ragas. Although this paper has done good work in classification of ragas but no means for temporal properties of ragas have been provided by the authors. The same has been included in proposed work. Gopala Krishna Kaluti and Rajeshwari Shreedhar et.al[2][3] has proposed and music recognition and classification their work related to implement computational model for raga recognition. In this work they examined the raga and identifying these ragas naturally. They mainly focus on the pitch of the notes and through which it is recognizable of notes. The maximum accuracy is approximate 94%. Through this paper we acquire knowledge about we can implement this technique for both western music and Indian classical music. Although this paper has done excellent work in raga identification and classification but no any description about the analysis of features of ragas have been done by the authors.

The same work has been included in proposed work. Sourabh Deshmukh et. al [3] has proposed ethno musico logical identification of singer and ragas. He has used features for analysis and all those features are analysed in time or frequency domain and for classification he has used various types of classifier and maximum accuracy is 93%. V. Sivarani [4] has proposed work for mainly pitch analysis and retrieves information of music which is related to pitch. Soubhik Chakraborty et.al [5] has proposed work related to scientifically verify a raga on the basis of vadi and samvadi. They have done statistical analysis of ragas and not using properties like temporal or spectral which are used by proposed work. Prasad Reddy et.al [6] suggested Automatic Raaga Identification System for Carnatic Music mainly for melkartha raga identification. They have used Hidden Markov Model and also introduce special algorithm for pakad matching for this purpose Michael K.[7] has recommended exploration for North Indian classical music, his process is related to analysis of the raga in north Indian classification the north Indian classical music. He used ethno musico logical method for raga analysis and postion it. Kris West [9] worked on the analysis of audio music using multiple processes for classification and implemented so called search – by – example method. He used novel machine learning algorithm (MVCART) that is totally based on the classic Decision Tree algorithm. Preeti Rao et.al [10] proposed identification of melodic motifs in raga. They used machine learning method for phrase classification on data that is manually segmented. They used HMM and Dynamic time warping method for classification. Rajshri Pendekar et.al [11] worked on raga and swara identification using harmonium, they used onset detection for determination of spectral flux for frequency estimation. The programing used here is dynamic in nature this technique is mainly used for template matching.

Although all the papers which we referred here for literature survey is related to music but there are very few work has been done in Indian instrumental music.

I. METHODOLOGY

A. DATA BASE

The steps followed in proposed methodology are shown in fig.1.
We collected the data base from live concerts recording, original CDs, IIT Kanpur, and download from internet. We have selected four ragas for our work; details about each raga is depicted below:

a) RAGA BHAIRAV: Bhairav is a raga in Hindustani classical music. Bhairav is its name from Bhiarava, a name of Shiva. It is traditionally played before sunrise. Bhairav consider the most important Hindustani raga

\[ \text{Sa Re(k) Ga Ma Pa Dha(k) Ni Sa} \]

\[ \text{Sa Ni Dha(k) Pa Ma Ga Re(k) Sa} \]

\[ \text{Pakad = S G MP Dha(K) P} \]

\[ \text{Vadi – Dha(k)} \]

\[ \text{Samvadi – Re(k)} \]

b) RAGA BHAIRAVI: Raga Bhairavi is sampoorna raga because it contains all seven notes. Bhairavi is the most ancient raga said to have been ubiquitous about 1500 years ago. Bhairavi is its name from Goddess Bhairavi(parvati). It is a morning raga.

\[ \text{Sa Re Ga Ma Pa Dha Ni Sa} \]

\[ \text{Sa Ni Dha Pa Ma Ga Re Sa} \]

\[ \text{Vadi – Ma} \]

\[ \text{Samvadi – Sa} \]

c) RAGA TODI: “Todi’ is a Hindustani classical raga. Its name comes from the THAAT, one of the ten modes of Hindustani classical music. Todi is a late morning raga.

\[ \text{Sa Re(k) Ga(k) Ma Dha(k) Ni Sa} \]

\[ \text{Sa Ni Dha(k) Ma Ga(k) Re(k) Sa} \]

\[ \text{Vadi – Dha(k)} \]

\[ \text{Samvadi – Ga(k)} \]

d) RAGA YAMAN: Raga Yaman is also known as Emaan. It is a sampoorna Hindustani classical music. Yaman is night raga, it originates from the Persian mode other says it is vedic origins as raga Yamuna which over the time altered as Yaman.

\[ \text{Sa Re Ga Ma(t) Pa Dha Ni Sa} \]

\[ \text{Sa Ni Dha Pa Ma(t) Ga Re Sa} \]

\[ \text{Vadi – Ga} \]

\[ \text{Samvadi – Ni} \]

B. PRE-PROCESSING

Preprocessing is the second step of methodology, in this step we take all the ragas and first converts these files into .WAV files. After conversion we cut each file into a specific duration i.e. approximates 60sec so that we can get information about each and every note properly. For these purpose we use Virtual DJ Pro software. After pre-processing we fed the data into feature extraction.
C. FEATURE EXTRACTION AND ANALYSIS

Here we mainly focused on temporal as well as spectral properties of raga wave file.

a) ONSET

For onset detection we use spectral flux method for ragas, in this method we calculated change in spectral energy from one frame to the next frame by using spectral flux. Actually spectral flux is the square of normalized difference between consecutive spectral distribution.

\[ \Sigma_{k=0}^{n} |X_n(k) - X_{n-1}(k)| \]  

(1)

where n-1 and n are the frame indices and \( X(k) \) is the FFT of nth frame. So through Onset detection we can easily find out the energy distribution of the specific notes.

b) CHROMAGRAM

Chromagram denotes the distributions of energy along pitches. There are 12 semitones in western music which is equivalent to notes of Hindustani classical music. These semitones octaves are C, C#, D, D#, E, F, F#, G, G#, A, A# and B. These semitones are fixed with absolute frequency values and most interesting thing is that musical octave has a special property that the current semitone is equivalent to one octave below or above to it so semitone has the property of repeatability it repeats in each octave above and below. By the table which is given below we can relate the semitones of western music with notes of Indian classical music. Although chromagram is find out through MIR toolbox but sometimes this is not provides exact notation of swara.

<table>
<thead>
<tr>
<th>Symbols of Indian swara notation</th>
<th>Symbols of Western music notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sa</td>
<td>C</td>
</tr>
<tr>
<td>Re (komal)</td>
<td>C#, Db</td>
</tr>
<tr>
<td>Ga (konal)</td>
<td>D, D#</td>
</tr>
<tr>
<td>Ga</td>
<td>E</td>
</tr>
<tr>
<td>Ma</td>
<td>F</td>
</tr>
<tr>
<td>Ma (Tva)</td>
<td>F# Gb</td>
</tr>
<tr>
<td>Pa</td>
<td>G</td>
</tr>
<tr>
<td>Dh (konal)</td>
<td>G# Ab</td>
</tr>
<tr>
<td>Dha (konal)</td>
<td>A# Bb</td>
</tr>
<tr>
<td>Ni (konal)</td>
<td>A# Bb</td>
</tr>
</tbody>
</table>

Fig. 3. Distribution of chroma on the notes of the raga

In the above figure represents distribution of raga Chromagram is useful for extraction of notes of ragas. By the help of above diagram we can identify the notes which is used in raga bhairav.

D. PITCH DETECTION

Pitch detection is processed for the finding the frequency of pitch. It plays important role because it is linked with periodicity of the audio wave signal and these periodic signal are made up of fundamental repeated frequencies, these fundamental repeated frequencies are multiples of a joint fundamental frequency. There are various approach for finding the pitch of the audio wave namely: spatial domain, time domain frequency domain. Here we apply MIR toolbox to find out the pitch of the signal.

![Pitch detection of raga Yaman](image)

E. CLASSIFICATION

For classification of ragas we are using KNN and SVM respectively. We depicted each classification in detail given below.

a) K-NEAREST NEIGHBOR (KNN)

This method is used for pattern recognition and classification. Here some steps by which we apply this classifier for raga classification

- Take feature vector of both test and train ragas.
- Now compare the features of both test and trained ragas.
- Find the Euclidean distance between test vector and trained vector of ragas.
- The test segment assigned only those who have most common category among k nearest.
- KNN-classification can be classified by following equation

\[ C^k = \sum_i \delta(w_i \cdot f(x)) \]

where c is the class level i.e raga identity and fi(x) is the class label for the ith neighbor of x and (c, fi(x)).

b) SUPPORT VECTOR MACHINE (SVM)

- SVM is supervised learning method and it is used for classification.
- This method is used for data analysis and classification.
- In this method we categories data into two classes.
- SVM classifies data by finding the best hyper plane that separates all data into two classes.
- SVM gives approximate 93% accuracy

IV. EXPERIMENTAL RESULT

We are using four ragas for our experiment and we find the final result of our work with accuracy 87.5% and 93% respectively. Here we used KNN and SVM classifier for classification approach. Through all the properties we have used here are give better result in...
classification also. Although we are using KNN and SVM classifier, graphically it seems easy to classify the Indian classical music. We are taking some spectral properties of raga for analysis and we can find out the true and wrong raga. Let us see with comparison between observation and actual ragas. We get fundamental frequency of the different raga by using this methodology which is also play an important role in classification of raga.

Comparision between actual and observe notes of raga bhairav and bhairavi using chromagram

![Chromagram of Raga Bhairav](image1)

![Chromagram of Raga Bhairavi](image2)

Table no. 1 comparision between observed and actual notes

<table>
<thead>
<tr>
<th>NOTES</th>
<th>OBSERVED</th>
<th>ACTUAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>VADI</td>
<td>Dha(k)</td>
<td>Dha(komal)</td>
</tr>
<tr>
<td>SAMVADI</td>
<td>Re(k)</td>
<td>Re(komal)</td>
</tr>
</tbody>
</table>

Table no. 2 Comparison between actual and observed notes

<table>
<thead>
<tr>
<th>NOTES</th>
<th>OBSERVED</th>
<th>ACTUAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>VADI</td>
<td>Dha(k)</td>
<td>Ma</td>
</tr>
<tr>
<td>SAMVADI</td>
<td>Sa</td>
<td>Sa</td>
</tr>
</tbody>
</table>

Although chromagram is graphical representation of chroma, we can also find out the energy distribution among the notes of the raga from above diagram we can discriminate the notes and the energy of the notes. This is also helpful to provide the difference between vadi and samvadi, which is shown in the above table for both raga Bhairav and Bhairavi.

HISTOGRAM OF RAGA

Through histogram graph here we can find out the Vadi and Samvadi notes and by the help of graph and using the value of vadi and samvadi it is while easy to detect the raga, we can also find out which type of raga has been played through this process.

![Histogram of Raga](image)

Fig. 8 Histogram of raga Yaman the highest bar shows the value of Vadi and next to Vadi is Samvadi.

We know that the value of vadi is highest among all notes. Now from above fig it is cleared that the value of vadi is approximate 2.25 which is nearly to raga yaman.

<table>
<thead>
<tr>
<th>Raga</th>
<th>Test sample</th>
<th>Accurately classify</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bhairav</td>
<td>15</td>
<td>12</td>
<td>80%</td>
</tr>
<tr>
<td>Bhairavi</td>
<td>10</td>
<td>8</td>
<td>80%</td>
</tr>
<tr>
<td>Todi</td>
<td>15</td>
<td>10</td>
<td>67%</td>
</tr>
<tr>
<td>Yaman</td>
<td>16</td>
<td>12</td>
<td>75%</td>
</tr>
<tr>
<td>Total</td>
<td>56</td>
<td>42</td>
<td>75%</td>
</tr>
</tbody>
</table>

Table no. 5 Raga database and accuracy after classification

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>92%</td>
</tr>
<tr>
<td>K-NN</td>
<td>87%</td>
</tr>
</tbody>
</table>

Table no. 6 Accuracy of different classifier

IV. CONCLUSION AND FUTURE WORK

In the proposed work, an acoustic and signal processing based approach is used for analysis and classification of Indian instrumental music. We have tested our algorithm over the database of 60 wave files. Our work is concerned with the discrimination between four different raga using KNN and SVM classifier. Through this work we are emphasized the spectral and temporal properties of instrumental raga. The KNN classifier can significantly support in classification of different ragas with an average accuracy as high. Although this work has done for analysis and classification but we can also use this methodology for detection of raga also. This classification provide approximate 87.5% accuracy.

The main purpose behind this proposed work is designed to a model for music learner and music lover by the help of this method a person can easily classify the difference between two different ragas. This technique is also very helpful in music recommendation system. However it is also helpful in music synthesis and invention of new raga. Automatic tagging is also possible through this work. Future work also lies to improve the dataset uses as maximum as possible and short out all the imperfections which could not improve through this proposed work to increase the accuracy.
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Simulation and design of PFC boost converter with constant output voltage and EMI filter
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Abstract: This paper perform simulation and design of PFC boost converter with EMI Filter which provides approximate unity power factor with constant output voltage. EMI filter is design for the purpose of products must fulfill with international electromagnetic compatibility (EMC) standards which have been developed to control conducted and radiated emissions from electrical and electronic systems. Power factor stage is require to make the input current waveform in phase to the voltage and in view of power supply like a simple resistor. The MATLAB Simulink model for proposed system is implemented and the experimental results are achieved. These experimental results are match up with the simulation results.
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1. INTRODUCTION

Switch mode power supplies (SMPS) design by including full wave rectifier having large energy storage capacitor. When mains instantaneous voltage exceeds voltage across capacitor, SMPS draws current. The capacitor delivers energy to the power supply for remaining portion of the AC cycle. As a outcome, High harmonic content in input current waveform of basic SMPS and hence reduces power factor. Filter is used to remove harmonics but it expensive. Extra circuits are required to neutralize the effect of the brief current pulses. Putting a current regulated boost chopper stage after the off-line rectifier can correct the power factor.

In 2001, the European Union fixed the standard IEC/EN61000-3-2 to fixed limits on the harmonics of the AC input current up to the 40th harmonic for apparatus above 75 W. To get these requirements, modern SMPSs normally include an additional power factor stage (PFC). Due to switching action in chopper stage switch mode power supplies generate high frequency noise i.e. electromagnetic interference (EMI). EMI produced due to the current being switched on and off sharply. Hence EMI filters and RF shielding are needed to reduce the interference.

Literature deals with EMI concerns in Power Electronic Converters are given by “Ref. [4]”. Design of Boost PFC Converter using genetic algorithms is given in “Ref. [5]”. Analysis of EMI Conduction in boost PFC Converter is existing given in “Ref. [3]”. A technique for EMI analysis in PFC rectifier is given in “Ref. [4]”. Soft switching methods in PWM converters are presented in “Ref. [2]” and model of inductor design is presented in “Ref. [1]”. In the literature stated above, the hardware of boost converter using Atmel microcontroller is not existing. This paper design hardware and MATLAB Simulink model for microcontroller based boost converter as well as use of single phase model in three phase circuit.
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2. EXPERIMENTAL SECTION

This paper work is focused in the area of active PFC approach and boost topology is employed for research on AC-DC PFC pre-regulator system for the improvement of quality of power.

![Diagram of proposed system](image)

Fig. 1 proposed system

Fig. 1 shows that the PFC technique improves the input current taken from the mains supply and minimizes the DC bus voltage ripple. The target of PFC is to make the input current waveform in phase to the voltage and in view of power supply like a simple resistor.

A] Design of DC to DC converter for PFC stage

Fig. 2 shows the Boost Power Factor Correction converter. It involves boost inductor, switching device, diode rectifier, boost output voltage and boost diode capacitor.

![Diagram of Boost PFC Converter](image)

The detail explanations of the proposed Boost PFC converter are as follows:

- MOSFET is used for switching purpose. Inductor and capacitor are select by using following equation “Ref. [6]."

\[ L = \frac{V_{\text{in}}D}{f\Delta T}, \quad C = \frac{I_{\text{in}}D}{f\Delta V_C} \]

Output voltage equation for boost converter is \( V_o = \frac{V_d}{1 - \alpha} \) where \( \alpha \) = delay angle of the boost converter. The output voltage ideally rises from 0 to infinity, as Threshold angle rise from 0 to 1. Hence it is called as boost converter.

B] Design of EMI filter

The Electromagnetic Interference is spread in two types first one radiation and second one is the conduction. Electromagnetic noise is created in the source because of rapid current and voltage changes, and spread through the coupling mechanisms. Since breaking a coupling path is important at either the start or the end of the circuit. Hence to break coupling path EMI filter is used between ac source and bridge rectifier.

![Diagram of EMI Filter](image)

EMI filters can help in bypassing EMI or improving RF immunity. The filter consists of inductors and capacitors as shown in figure 3. In EMI filter inductor is used to reduce the di/dt rate during its turn-off and capacitor is used to for purpose of decoupling. Resistors is used to control rise time of high speed signal.

3. SIMULATION RESULT

MATLAB Simulink is used to simulate this proposed system. The simulation circuit of PFC boost converter with constant output voltage and EMI filter is shown in Figure 4. Interference is create by using an additional source connected in series with main ac source.

Distorted input Voltage before EMI is shown in Figure 4(a). The voltage waveform follows EMI filter is shown in Figure 4(b). Control pulses for the MOSFET are shown in Figure 4(c). Error signal for closed loop system is shown in Figure 4(D). The output voltage of closed loop system is shown in Figure 4(e). FFT analysis of input current waveform is shown in figure in 4(f).

FIG. 4(A): Input voltage before EMI filter

FIG. 4(B): Voltage after EMI filter
Single phase circuit used in each phase of common three phase source and observe the result. It can be seen that it provides approximately unity power factor and constant boosted output voltage for each phase.

4.EXPERIMENT RESULT

Hardware of proposed system is shown in Fig. 6. Hardware consist of four stages i.e. EMI filter, signal conditioning, boost converter and microcontroller with driver circuit. Microcontroller PIC16F877 is used to generate control pulses that amplified by driver circuit upto 20V which is used to applied the gate of MOSFET. The experimental results are gained and presented here. The constant boosted output voltage is shown on LCD.

5.CONCLUSION

This paper gives the result of constant dc boosted output voltage with less harmonics and approximately unity power factor. Simulation and design of PFC boost converter with constant output voltage and EMI filter is studied, simulated and fabricated. From the simulation results, it is cleared that the best power factor can be achieved. In Simulink, this model provide approximately unity power factor while using it in each phase of common three phase source. The simulation studies prove that this model is a alternative solution for power factor improvement. The circuit is tested with resistive load. The experimental results given in this paper. The experimental results match up with the simulation results.
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Simulation and Design of Solar Feed EZ-Source Inverter
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Abstract: Z-Source inverters are used mainly for buck-boost energy conversion with the help of passive elements. In Z-source inverter topology, impedance network is used to couples the source and the inverter to achieve voltage boost and inversion. Embedded EZ-Source inverter and Z-Source inverter can produce the same gain. Input to the Embedded EZ-Source inverter can be obtained from solar cell. The ripple content in the output voltage of solar cell is filtered and pure DC is given to the three-phase inverter which converts DC in to three-phase balanced AC. The output of the Embedded EZ Source inverter is used to control the harmonics present in the load. The limitations of the conventional Z-source inverter can be overcome by using Embedded Z-source inverters. It can produce smoother current or voltage across the dc input source and it has low harmonic distortions. Simulations are carried out using MATLAB-SIMULINK. Hardware implementation and Microcontroller programming can be done in the lab.

Keywords: EZ-source inverters, voltage boost, Z-Source inverter and Pulse Width Modulation (PWM), Total Harmonic Distortion (THD).

1. INTRODUCTION

The circuit which is used to convert the direct current (DC) input signal into alternating current (AC) output signal is called as inverter. Traditionally there exist two types of inverters namely Voltage Source Inverter, Current Source Inverter. For dc to ac and ac to dc power conversion voltage source inverter performs buck and boost operation respectively. In the case of current source inverter it performs buck operation for ac to dc power conversion and boost operation for dc to ac power conversion that is both the V-source and the I-source converter have the common problem that they can operate either a boost or a buck converters and cannot be a buck–boost converter. The limitations of the traditional voltage source and current source converters can be eliminated by introducing Z-source inverter. Z-Source inverter utilize LC impedance network which performs both buck-boost energy conversions. It can be used in implementing dc-to-ac, ac-to-dc, ac-to-ac, and dc-to-dc power conversion. The Z-source network boosts the input voltage level for inverter and also provides filtered output. Thus this technique improves efficiency of inverter. The structure Z-source consist two inductors and two capacitors arranged in X shape for buck boost operation in single stage conversion. To avoid chopping in source current an additional LC filter is placed before diode therefore the cost of system would rise and due to addition of LC filter the system becomes more complex. In the case of EZ source inverter, source is places in series with inductors which smoothen the source current and chopping currents get filtered without any additional LC filter. For system design of EZ-Source inverter two PV panels are required. These PV panels work as a dc source which embedded within LC impedance network. The two DC source generate varying DC voltages whose values are depend on atmospheric conditions. Voltage and current filtering can be done by using LC components.
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II. Z-SOURCE INVERTER

Fig. 1 shows the circuit of Z-source inverter where the input dc source and three-phase inverter bridge is connected by X-shape network which is LC impedance network. Any two switches from the same phase-leg of inverter can be turned on safely to introduce a shoot-through state which is nothing but the short-circuit state. This condition can be brought by addition of LC impedance network. The inductive element (L1, L2, or both) used to limit the current paths from dc front-end. Due to insertion of shoot-through state, the Z-source inverter can provide voltage-boosting capability. Consider the inverter state equations during shoot-through and non shoot-through states, expressed by (1) and (4) with a balanced network assumed (L1 = L2 = L and C1 = C2 = C). These equations are used to derive the gain of inverter.

Conditions of Shoot-Through state:
(Sx = Sx1 = ON, x = A, B, or C; D = OFF)

\[ v_L = V_C; v_i = 0; v_D = V_{dc} - 2V_C \] (1)
\[ i_L = -i_C; i_i = i_L - i_C; i_{dc} = 0 \] (2)

Conditions of Non Shoot-Through state:
(Sx ≠ Sx1, x = A, B, or C; D = ON)

\[ v_L = V_{dc} - V_C; v_i = 2V_C - V_D; v_D = 0 \] (3)
\[ i_{dc} = i_L + i_C; i_i = i_L - i_C; i_{dc} ≠ 0 \] (4)

The following expressions are for VC capacitive voltage, peak dc-link voltage \( \hat{v}_i \), and peak ac output voltage \( v_x \).

\[ V_C = \frac{(1 - T_0/T)(1 - 2T_0/T)}{1 - 2T_0/T} V_{dc} \] (5)
\[ \hat{v}_i = \frac{V_{dc}}{1 - 2T_0/T} \] (6)
\[ v_x = M \frac{v_i}{2} = \frac{B}{M} \frac{V_{dc}}{2} \] (7)

where \( T_0/T \) denotes the shoot-through ratio (\( T_0/T < 0.5 \)) per switching period, \( M \) is the modulation index used for traditional inverter control, and \( B \) is boost factor given by expression \( B = 1/(1 - 2T_0/T) \).

III. EMBEDDED EZ-SOURCE INVERTER

Fig. 2 shows the circuit of Embedded EZ-Source inverter. It consists of L1 and L2 inductive elements and C1 and C2 capacitive elements which form the LC impedance network.

Two DC sources embedded within the X-shaped LC impedance network. In the case of voltage type EZ-source inverter inductive elements L1 and L2 used for filtering the currents and in case of current type EZ-source inverters capacitive elements C1 and C2 used.
for voltage filtering in current type EZ-source inverters keeping the voltage or current gain of the inverter constant. The input DC can be taken from the solar cell given to the Z-source. The filtered, ripple free, pure DC given to the three phase inverter which converts pure DC into three phase balanced AC.

IV. EXPERIMENTAL RESULTS

The simulation of proposed system is done in MATLAB SIMULINK. The output voltage from two DC sources fed to the Z filter of Embedded EZ-Source Inverter. The filtered DC output from Z filter is given to the Embedded EZ-Source Inverter which converts pure DC into three phase balanced AC.

The simulation circuit diagram of Embedded EZ-Source inverter is shown in fig. 3. The triggering pulses for switches of Embedded EZ-Source inverter is shown in fig. 4. The line current waveform is shown in fig. 5, fig. 6 and fig. 7 represents line voltage waveforms. The output from the Embedded EZ-Source Inverter is given to the induction motor which is asynchronous machine. Three phase induction motor is taken as a load. Fig. 8 shows the plot of rotor speed of induction motor with respect to time. It represents the speed of induction motor increases and settles down above 1600 RPM (Revolution Per Minute). For calculation of total harmonic distortion FFT analysis for current of the system is taken. It shows that THD value is 3.93% shows in fig. 9. Thus total harmonic distortion is low in Embedded EZ-Source inverter system.
Hardware Setup of EZ-Source Inverter
Fig. 10 Proposed system hardware
Fig.10 shows the complete hardware setup of EZ-source inverter. It consist power supply unit, Z-source impedance network, induction motor as a load, driver circuit for inverter and 6 switches three phase inverter. Projections for solar input are provided in the system. DC Input for the Z-source is provided by the solar plates, filtered DC from Z-source fed to three phase inverter which generate balanced AC to run induction motor. The Microcontroller PIC16F877A used to generate control pulses for three phase inverter. The driver circuit is used to amplify these triggering pulses and given to the inverter. The balanced three phase ac provided by three phase inverter which then given to the motor loads.

V. CONCLUSION

The simulation of EZ-Source inverter system is carried out in MATLAB SIMULINK software. From the experimental results are presented in this paper, we observed that the given system provides voltage boosting and current filtering using impedance network also it has advantages of reduced harmonic distortions of about 3.93%. Its hardware implementation has been done and results are obtained by using PV panels at input and motor load at the output. Thus EZ-source inverter has great advantages over current source and voltage source inverters.
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ABSTRACT: In this paper I have developed prototype module using semiconductor sensors at the emission release of vehicles which detects the level of pollutants and also indicates this level with a meter. When the pollution emission level shoot the breeze which is already set to threshold level, there will be a buzz in the vehicle to indicate that the limit has been violated and the vehicle will stop after.
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I. INTRODUCTION

In new era of the 21st century there is a time where the importance for Environmental awareness is incite. One of the main reasons regarding the environment is air pollution which is insidious to all living beings on earth as well as environment. Air pollution imparts to the green houses gases, which causes the green house effect, whose side effects are now well known to all of us after the findings about the hole in the ozone layer. Air pollutants that have serious impact on human health affecting the respiratory system and lungs, they are also carried to the blood and pumped all around the body. These pollutants are also stuck on soil, plants, and in the water, further contributing to human vulnerability and also affecting the sea life. Apart from industries vehicles are the major contributors to air pollution. Carbon dioxides and nitrogen are the main pollutants from vehicles which can be easily detected these days with the help of semi conductor gas sensors. Therefore this paper gives an idea to reduce the air pollution from vehicles which would be very helpful to us.

LITERATURE SURVEY

The first emission norms were introduced in India in 1991 for petrol and 1992 for diesel vehicles. These were followed by making the Catalytic converter mandatory for petrol vehicles and the introduction of unleaded petrol in the market. All new vehicles manufactured after the implementation of the norms have to be compliant with the regulations with upgrade of embedded modules. In India since October 2010, Bharat stage III norms have been enforced for all kinds of automobile sector. In 13 major cities, Bharat stage IV emission norms are in place since April 2010. The phasing out of 2 stroke engine for two wheelers, the stoppage of production of various old model cars & introduction of advanced electronic systems with automatic control strategies have been due to the regulations related to vehicular emissions. The standards, based on European regulations were first introduced in 2000.
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Progressively stringent norms have been rolled out since then. The standardized values for the emission levels are referred as given in [1]. The sensing of the emitted gases is done using various sensors and devices. The past decade, has seen several research activities that have been taking place to develop semiconductor gas sensors [2].

II. PROPOSED SYSTEM

Focusing on the main parameters like CO, CO2 and NO2 A system with advanced electronic controller At mega328 along with GSM, GPS System, solenoid valve and semiconductor sensors is built. In the paper [3], the quality of air in the car cabin was analyzed using semiconductor (MOS) gas sensors. In this paper, the semiconductor sensors have been used to detect the pollutant level of the vehicles. This paper concentrates mainly on three blocks; smoke detector, microcontroller and fuel injector. The smoke detector detects the pollutants (CO, NOx, etc.) continuously. The microcontroller compares the level of pollutants with the stipulated level allowed by the government. When the pollutant level exceeds the standardized limit, it sends a signal to the fuel injector. On receiving a signal from the controller, the fuel injector stops the fuel supply to the engine after a particular period of time.

![Figure 1. Block diagram proposed system](image)

1. Microcontroller ATMEGA 328
In this paper, At mega 328 is used, which is an 8bit micro controller. It consists of three inbuilt timer/counter which will be used for the timer configuration. The microcontroller is programmed to do three functions namely comparison, timer and triggering circuit. The microcontroller takes in two inputs; one from the smoke sensor’s output and another being the pre-defined threshold value specified by the government. When the smoke sensor output is more than the threshold value, the microcontroller triggers the timer circuit and an alarm is set off to inform the driver of the vehicle, about the same and also indicate that the vehicle will come to a halt as soon as the timer runs out. Apart from the timer being triggered, a trigger is also given to the GPS, which helps in locating the nearest service station. Once the timer runs out, a trigger pulse is generated by the microcontroller which is fed to the fuel injector, which in turn stops the flow of fuel to the engine, as a result of which, the vehicle comes to a halt.

2. Alpha-numeric LCD display
A liquid crystal display (LCD) is a flat panel display, electronic visual display, based on Liquid Crystal Technology. A liquid crystal display consists of an array of tiny segments (called pixels) that can be manipulated to present information. Liquid crystals do not emit light directly instead they use light modulating techniques.

3. Global Position System for Mobiles (GSM)
Global system for mobile communication (GSM) is a globally accepted standard for digital cellular communication. GSM is the name of a standardization group established in 1982 to create a common European mobile telephone standard that would formulate specifications for a pan-European mobile cellular radio system operating at 900 MHz. It is estimated that many countries outside of Europe will join the GSM partnership.

4. Global positioning system (GPS)
GPS-634R is a highly integrated smart GPS module with a ceramic GPS patch antenna. The module is with 51 channel acquisition engine and 14 channel track engine, which is capable of receiving signals from up to 65 GPS satellites and transferring them into the precise position and timing information that can be read over either UART port or RS232 serial port. Small size and high-end GPS functionality are at lower power consumption, both of the LVTTL-level and RS232 signal interface are provided on the interface connection.

5. Smoke sensor
The detector consists of blocks namely smoke sensor, transducer. The smoke sensor is the main component of the detector which is embedded on to the exhaust of the vehicle. In this paper, carbon monoxide sensor (MQ-7) which can measure CO concentrations ranging from 10 to 10,000 ppm is considered. This sensor, basically finds usage in sensing carbon monoxide concentrations in (ppm), in the exhaust of cars as shown in figure 5 and gives an analog output. The MQ-7 gas sensor is mainly made up of SnO2, whose conductivity varies with the cleanliness of air i.e. it has a lower conductivity in clean air and vice versa.

Figure 2: Fuel pump wiring circuit

Figure 3: Smoke sensor
Measurement and Control: Flowchart

Figure 4: Flowchart of working sequence

Hardware of corresponding proposed system:

Figure 5. Hardware of proposed system
IV. RESULT AND ANALYSIS:

In this paper I have detected air pollution at Aurangabad city in Maharashtra from India and Corresponding readings for different locations in Aurangabad city has been collected with this project and Readings are shown as below in table (a) with suitable multicolored plot with figure (b) and Result of GSM Messages which show latitude and longitude location as well as Air pollution Co, Co2 and No2 in (c) and LCD images in figure (D).

<table>
<thead>
<tr>
<th>Sn.no</th>
<th>CO (PPM)</th>
<th>CO2 (PPM)</th>
<th>NO2 (PPM)</th>
<th>COORDINATES LOCATION (PPM)</th>
<th>PLACE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>304</td>
<td>47</td>
<td>67</td>
<td>19.86569</td>
<td>Railway Station</td>
</tr>
<tr>
<td>2</td>
<td>29</td>
<td>46</td>
<td>157</td>
<td>19.86160</td>
<td>Kacharwadi Corner</td>
</tr>
<tr>
<td>3</td>
<td>35</td>
<td>37</td>
<td>56</td>
<td>19.86396</td>
<td>Wado Wadi</td>
</tr>
<tr>
<td>4</td>
<td>40</td>
<td>42</td>
<td>44</td>
<td>19.86724</td>
<td>Dadar Pimpri Pump</td>
</tr>
<tr>
<td>5</td>
<td>28</td>
<td>279</td>
<td>45</td>
<td>19.84331</td>
<td>Smt Dinshaw Rangnani</td>
</tr>
<tr>
<td>6</td>
<td>20</td>
<td>20</td>
<td>170</td>
<td>19.86928</td>
<td>Kundchowl</td>
</tr>
<tr>
<td>7</td>
<td>15</td>
<td>83</td>
<td>133</td>
<td>19.86723</td>
<td>Central Kaka</td>
</tr>
</tbody>
</table>

Figure 6.(A): Readings are shown in table

Figure 6.(B): Result of multicolored plot

Figure 6. (C): Result of GSM Message
V. CONCLUSION

In this paper here main focus is given on two basic conceptual things. The detection of pollution level and its indication to driver being the first. The remote user notification via GPS and GSM. Technology with latest modules this system can be integrated on mass scale to fulfill the dream of the concept ‘smart city’. Along with the time much more advance controller and its subsidiary interfacing devices can be upgraded this technology can also be embedded with internet as a part of ‘Internet of kings’ concept and using this system Minimize the air pollution.
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Abstract: This paper presents the design of Smart-phone Based Home/Office Automation System with environment monitoring with low cost and wireless remote control. General idea of home/office automation shows the quality of human being at office/house. Prime focus of this technology is to control the office/household equipment’s like light, fan, door etc. automatically. In hazardous condition, it is useful for old aged and handicapped persons. Also, the smart home concept in the system improves the standard living at Office/home. The main control system implements wireless Bluetooth technology to provide remote access from PC/laptop or smart phone. The design remains the existing electrical switches and provides more safety control on the switches with low voltage activating method. The system intended to control electrical appliances and devices in office/house with relatively low cost design also for physical environment monitoring, user-friendly interface and ease of installation.

Keywords: LPC2148 development board, Bluetooth device, Smart phone, Sensors, Controlled devices.

I. INTRODUCTION

Focusing on the use of home area networks to improve disabled people’s autonomy at home, In this paper presents a smart phone based accessible office/home appliance control [1]. In recent years the popularity of home/office automation has been increasing due to higher affordability and simplicity by connecting through Smart-phone. Home automation include controlling of lights, fans, appliances, security locks for gates and doors, etc., which are used to improve comfort, energy efficiency and security for office/home. Office/Home automation is useful for elderly and disabled, who can control the things by staying at one place without the help of others and can increase the life quality of them. Office/home automation system provides the integration among all the electrical and electronic devices in office/house. The techniques used in office/home automation systems include controlling of electronic and electrical devices, such as entertainment systems, security systems, air conditioners, lawn watering systems, domestic robots, etc., As information technology has been integrated with the office/home appliances and systems, they are able to communicate in an integrated manner which results in energy saving and safety benefits. As the wireless technology is emerging day by day, several different connections are introduced such as Bluetooth, WIFI, ZIGBEE and GSM. Each of these connections has their unique specifications. Among the above mentioned wireless connections, Bluetooth is chosen with its suitable capabilities for designing this project. Bluetooth with globally available frequencies of 2400Hz is able to provide connectivity up to 100 meters and speed up to 3Mbps depending on different Bluetooth device classes [2].
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II. LITERATURE REVIEW

Based on the study of HAS project done by researchers and developers, [4] implemented Micro-controller in wireless HAS. For wireless connection, the system implemented a FM transmitter and receiver to establish a RF connection. The simplex connection between control board and controller limited that only one type of input (voice) to the system. [5] Implemented GSM, Internet and voice as wireless HAS. The system implemented microprocessor and GSM SMS control method by a GSM modem. The system [5] mentioned as low cost but the cost of GSM modem and micro-controller is not considered. Also, long term cost by the GSM is not fully accepted by every user. Project [3], [6-10] are Bluetooth based HAS design architecture. Where reference [6-8] proposed a Bluetooth based HAS that controls home appliances by a PC’s GUI, but it does not provide portable remote function. For system [6-8], all the controls are performed only at the GUI on PC. [3], [9-10] are designed with cellular phone remote control to the system. Reference [3] implemented Arduino Bluetooth board in their HAS project with cell phone remote control. The project stated as low cost HAS system but the cost of Arduino BT board is not the best cost efficient solution. Moreover, the cell phone control is implemented by Symbian OS application. It does limit the users of the system as the Symbian based cell phones in market nowadays are very less. While reference [9] did not mentioned the specific type of phone’s OS implemented for their phone application. Meanwhile reference [10] mentioned the phone control is designed in JAVA application but it also did not mention the specific phone’s OS for the application. From the overall papers reviews, HAS according to [3-10] never mentioned about the existing physical electrical switches in their system.

III. SYSTEM OVERVIEW

Figure 1 shows the block diagram of the Smart-phone based Office/Home Automation with Environment Monitoring System i.e., control function of the system. The system is directly connected to the electrical and electronic devices present in the home such as fan, light, door etc. The Bluetooth connection is established between the system and the application which was designed and installed in the Android device.

In order to improve the standard of living, the controlling of the home appliances is done by the Android application installed in Android device. The users can easily access the Android application by giving the commands on the touch-screen of Android device. This method is very much useful for the persons who are physically disabled and can’t move on their own to the switches to turn on the appliances. The temperature, LDR and Smoke values can be measured using the sensors that are connected to the main control board. The indication from the sensors reminds or helps the user to turn on/off the fan in the house. The on/off status of office/home appliances, temperature, LDR and Smoke readings are synchronized with the Android application present in the Android device. The monitoring of sensor reading is done in real-time; any changes in the sensor readings will be transmitted to the Android application present in Android device.

IV. HARDWARE DESIGN

In this section we discuss about the hardware construction of the main control board. Figure 2 shows the hardware blocks present in main control board. ARM7 Micro-controller, ARM7 is considered for designing of this hardware due to its capability of performing serial communication using Bluetooth connection with the Android device. As we know, the temperature, Smoke and LDR sensors are considered for getting the temperature, Smoke and LDR levels in the room. The Bluetooth module, BLUETOOTH BT24LT is chosen for establishing the connection between the Android device and the main control board due to its low cost. The electrical current is directly connected to the main control board. The voltage regulator is constructed by Zero Crossing detection and optocoupler circuit which consists of transformer, rectifier and regulator. 3.3V to 5V DC output is needed for the specific components in the main control board.
The system designed is directly installed beside the electrical switches on the wall. The installation of this system does not need any wiring re-installation and wiring on the wall, but the existing switches in directly connected to the OptoCopular circuit inside the main control board. Depending on the requirement, multiple control boards can be installed in home. With these low cost components, the main control board is constructed in small size but still performs the strong functions of the system.

V. SOFTWARE DESIGN

Software design section is divided into two sections (1) Main function of the system designed in ARM7 LPC2148 micro-controller and (2) Designing of Android application. Figure 3 illustrates the control flow in ARM7 LPC2148 micro-controller. The input to the main control board is detected by ARM7 LPC2148 micro-controller. Any input to ARM7 micro-controller will cause an interrupt to the main function loop of ARM7 LPC 2148. This will cause a change in the output peripherals connected to main control board.

The Android application is designed using Eclipse, ADK and JDK. Figure 4 illustrates the Android application i.e., installed and tested using the Android device which has Android 4.1.2. The application is simple to use, user can turn on and off the appliances that are connected to main control board by simply giving commands.
VI. RESULTS

This system is tested and verified in the real time environment. The below pictures will you understand how perfectly the system is working. Picture 1 is taken when the system is turned off. When the system is turned on then the bulb glows with the low intensity as show in picture 2. When we need to increase the intensity of light then we have to give command on Android Application then the intensity of the light will change. Pictures 3 show the bulb intensity at higher level. In the similar way, we can also control the Fan speed. The temperature, Smoke and LDR values are displayed on the LCD present in the system and also in the Android Application.

Fig5: Output of System

VII. CONCLUSION

In conclusion, this system is designed at low cost and is used to improve the standard of living in office/home. The wireless connectivity through the Android device provides help to the people especially to elderly and disabled. The implementation of the Bluetooth connection in control board allows the system to install in simple way. The control board can be directly installed besides the electrical switches. For future work, the Android application will be implemented with speech recognition to control appliances with voice commands. All the voice commands given to the Android device will be transmitted to the main control board after signal processing. All the future work can be implemented on the same system by changing the application in the Android device.
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Abstract: In Recent era the size of the data set we need to handle grows rapidly. Efficiently analyzing Big data has always been an issue in our current era. Cloud computing along with the implementations of MapReduce framework provides a parallel processing model and associated implementation to process huge amount of data. In cloud, in many scenarios the input data set are geographically distributed across datacenters. This paper deals with enhancing the MapReduce job execution on the geo distributed data. Possible execution paths are analyzed. A Data Transformation Graph is used to determine the schedules for the job sequences which are optimized using the Shortest Path Algorithm. The proposed model deals with the extending of the Existing Dijkstra’s Algorithm to consider the node weight in addition to the edge weight. Ozzie workflow and mapper side joins are used to reduce the execution time and cost. As shown by the comparisons the execution time of the MapReduce job execution has been enhanced.
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I. INTRODUCTION

Analyzing Big data is so complex that the traditional data processing applications are inadequate. We face many challenges when we need to analyze, capture, search, storage, sharing, transfer the large data sets. The data sets inherently arise due to the applications generating and retaining more information to improve operation and monitoring. Many applications such as social networking sites generates increasing amount of data. MapReduce framework[2] adopted by Apache Hadoop [3]has become a part of the standard toolkit for processing the large set of data sets using the cloud services provided by various cloud vendors.

A. Geodistribution

In today’s hyper connected world more and more data is being created every day. Users have started to look beyond the illusion that the resources are omnipresent. More and more applications relying on cloud platforms are geodistributed. Data is stored near the respective sources which can be distributed for frequent access. Data can also be replicated across data centers for availability to limit the cost of costly updates. But how to analyze these data sets more efficiently is a major problem. Map Reduce is used to handle these datasets. These subdata sets can be handled by gathering them into a single datacentre or by executing instance of MapReduce job separately on each subdata set in respective datacenters and then aggregate the results or to perform the MapReduce jobs as a single geodistributed where mappers and reducers may be deployed in different data centers. MapReduce operations perform poorly as they were not designed to work on multiple data centers [4][5]. MapReduce executing on geodistributed dataset may follow any

combinations of the above options. There can be many execution paths for performing a MapReduce job on a geodistributed dataset and performance can differ.

II. BACKGROUND AND RELATED WORKS

A. MAPREDUCE FRAMEWORK

MapReduce framework such as Apache Hadoop have become a part of the standard toolkit for processing large dataset using cloud resources, and are provided by most cloud vendors. MapReduce works by dividing input data into chunks and process these in a series of parallelizable steps. Sequence of Mapreduce jobs are executed on a given input by applying first job on the given data and then the second job on the output of the first job. In many scenarios distinct MapReduce jobs are executed in sequence rather than to perform the job iteratively. When performing a sequence of MapReduce jobs the number of possible execution path increases.

A simple MapReduce program consists of two functions as Map and Reduce such as:

Map <key1; val1> -> list(<key2; val2>)
Reduce <key2; list(val2)> -> ist(val3)

The map function takes the input data and it outputs a set of <key, value> pair. The reducer accepts the set as input and emits set of values. Execution one of this function is a phase. A MapReduce job includes map and reduce function, input data. The execution of a single job can include any number of mappers and reducers. The input files divided into chunks are inputted to the mapper. These are known as the splits. A partitioning function is used to assign the mapper phase output to the reducer. The Mapreduce framework parallelizes the execution of all functions and ensures fault tolerance.

B. APACHE HADOOP

Apache Hadoop is an open source software framework for distributed storage and distributed processing of very large datasets. The core part of Hadoop consists of a storage called Hadoop Distributed File System (HDFS) and a processing part using MapReduce. Hadoop splits the files into large blocks and distributes these block among the nodes in the cluster and the MapReduce transfers the code to the node to process the data. Hadoop is bundled with the HDFS which is used to store the input of the map phase and also the output of the reduce phase. However, it does not store the intermediate results which are the output of map phase. They are stored on the individual local file systems of the nodes. The Hadoop follows a master-slave model where the master is responsible for accepting jobs dividing those into tasks that includes mappers and reducers and to assign those tasks to slave worker nodes. The hadoop cluster has a single namenode plus a cluster of datanodes. The namenode is the center piece of the HDFS file system which keeps the directory tree of all files in the filesystem and also tracks where across the cluster the data is present. Datanodes are used to store the data and there are number of datanodes. The data is replicated among the datanodes. Above this filesystem comes the MapReduce engine which consists of Job Tracker, to which the client submit the mapreduce jobs. The job tracker service within the hadoop that farms out the mapreduce tasks to specific nodes in the cluster, ideally to the nodes that have the same data. Each worker node has a Task Tracker that processes the assigned tasks. A heartbeat from Task tracker is sent to Job Tracker periodically to update its status.

C. HDFS

The Hadoop Distributed File System is a distributed file system which has been designed to run on commodity hardware. It is designed to be highly fault tolerance and can be deployed on low cost hardware and is also designed to store huge amount of data and it provides high throughput access to the data. HDFS provides fast and scalable access to the information loaded on the clusters and it stores data reliably as it has replication of data across clusters.

D. PREVIOUSLY PROPOSED EXTENSIONS

Numerous efforts have been proposed to improve the efficiency of the execution of the MapReduce jobs. Yang et al.[8] introduced an extra MapReduce phase known as the merge which works after the map and the reduce phase and also extends the MapReduce model for heterogeneous data. Chang et al. [9] introduced approximation algorithm that was used to order the MapReduce jobs to minimize the overall job completion time. Zaharia et al. [6] worked on to improve the performance of the Hadoop by making it aware of the heterogeneity of the network. MapReduce Online [7] made some modification in MapReduce which allows the MapReduce components to start executing before the data is fully materialized. It allows the reducers to start its process before the complete output of the mapper is available. Amirth Dhananjayan et al. [16] presented an application of the Lyapuno stability theory for load balancing Data Center Networks modeled as discrete event systems. Gaochao Xu et al. [17] introduces a load balance model for the public cloud based on the cloud partitioning concept with a switch mechanism to choose different strategies for different situations. Jhn-Ruey Jiang et al.[11] proposed to extend the well known Dijkstra’s shortest path algorithm to consider not only the edge weight but also the node weight in the SDN networks. David B. Wilson et.al [12] described a new forward-backward variant of Dijkstra’s and Single source shortest path which allows some of the edges to be scanned backward.

II. MODEL

Sequences of operations are performed on the geodistributed data center. The MapReduce jobs J1; J2; . . . ; Jm give rise to 2 x m operations as each MapReduce job consists of two phase map and reduce. The state of the data before a phase is identified as a stage which starts with 0. The input data is in stage 0 and the final output after the m MapReduce jobs are done it is stage 2m. To move a data from stage s to s + 1, a MapReduce phase is applied to the data partitions and the same amount of data partitions are produced as output.
A. G-MR Overview
G-MR is a hadoop based framework system which is designed to efficiently process the geodistributed data sets and can efficiently perform a sequence of MapReduce jobs on the geodistributed data across data centers. The G-MR employs a Data Transformation Graph (DTG) that is used to determine the optimized execution path for performing sequence of MapReduce jobs. The DTG is used to optimize the execution time of the MapReduce jobs. The optimized execution path obtained may be different from the optimum execution path.

There are generally three main execution paths for performing the MapReduce job on the geodistributed data which are identified as COPY, GEO and MULTI. The COPY execution path is identified as copying all the input data to a single data center prior to the MapReduce job execution. When individual MapReduce jobs are executed on each data center on the corresponding input and the output is aggregated to produce the final result is the MULTI execution path. The other option is to perform the MapReduce job as a single geodistributed operation with mappers and reducers which are distributed across the datacenters. Determining an optimized execution path for a given scenario is not a straightforward process and it becomes even more difficult when sequence of MapReduce job is involved.

B. ARCHITECTURE AND EXECUTION
G-MR consists of a single component named Group Manager and many components named as Job Manager which is deployed on each participating datacenters. The Group manager determines the optimized execution path while the job Manager manages the MapReduce job that has to be performed within the corresponding datacenter. Fig 1 overviews the architecture of G-MR. The Group Manager executes the DTG algorithm to determine the optimized execution path. The Group Manager informs the corresponding Job Managers about the MapReduce jobs it has to perform in the corresponding datacenters and also regarding the subset of the data on which the job has to be executed.

C. DTG Algorithm
The DTG Algorithm involves constructing a Data Transformation Graph which represents the possible execution paths for performing the MapReduce jobs on the given input dataset. In the existing G-MR system the DTG graph constructed has the edge weight that denotes either the execution time or the cost. The execution time is taken into account. A given node in the graph denotes number of MapReduce phases that has been applied on the input data and its location. The DTG algorithm was used to determine the optimized solution in terms of either the execution time or the cost which involved both the maintaining the node and for transferring the data. The weight is taken as the node copy operations. A node in the graph is described as NsΔ, where s is the number of MapReduce operations in the sequence it is applied and Δ describes the current distribution of data, dk denotes that Psk is located in data center DCdk. Fig 2 shows a simple DTG for a sequence of two mapreduce jobs. Each MapReduce job is represented by three stages in a DTG numbered from s=0 to 2 where s=0 denotes data prior to map phase, s=1 denotes data after map phase and prior to reduce phase and s=2 denotes data after reduce phase. The Execution path is defined as the path from the starting node to the ending node in the DTG. The Data Transformation graph is constructed first based on which the optimized way for executing the MapReduce jobs are determined. This was done using the well know Dijkstra’s algorithm [10]. We have used the extended Dijkstra’s Algorithm to find the optimized execution path. The extended Dijkstra’s algorithm uses the node weight in addition to the edge weight. The edge weight denotes the activeness of the node. It could either denote the time or the cost as the edge weight. Based on the activeness of the node, each node is assigned a node weight. The node weight is included only for the outgoing edges in the intermediate nodes and not on the starting and the ending node. This helps in finding the most optimized execution path to perform sequences of mapreduce jobs.

D. Optimizing MapReduce Operation

We have also used the oozie workflow scheduler to manage the MapReduce jobs. It is a server-based workflow engine specialized in running the workflow jobs. This oozie workflow jobs are collection of actions grouped in the form of Directed Acyclic Graph (DAG). The workflow actions start the job in remote systems, which upon completion will call back oozie to notify the action completion and to proceed with the next action. Oozie workflow contains control flow nodes (start, end, decision, fork, join, kill) and action nodes (map-reduce, pig, etc). The control flow nodes define the start and the end of the workflow and Action nodes provides a mechanism to trigger the execution of the processing task. Oozie can identify the completion of the processing task using polling and callback functions. Each task is provided with a callback URL which has to be invoked by the task at the time of the completion else Oozie polls the processing task for completion if failure happens. MapReduce paradigm needs to analyse massive amount of data. Applications of such type need to process large number of data sets which in turn needs to perform several join operations. Query evaluation is a part of the analysis of the large datasets. Joins is most important form of query. Algorithms have been broken into two categories: Two Ways Join and Multi-way joins[13]. A two-way join is performed on the given two datasets P and Q which is defined as a combination of tuples p and q such that p.a = q.b where a and b are values in column P and Q. The multi-way join is defined as a combination of tuples of n number of datasets. The Reduce side joins looks like a natural way to join the datasets which uses the built-in framework to sort the intermediate keys before they reach the reducer. But this is very time consuming. Hadoop offers another way to join datasets before they reach the mapper. We have used the map-side join[14] to join the datasets to perform the MapReduce jobs. Here the sorting order and the number of partitions must be identical in all the datasets to be joined.

IV. RESULT AND COMPARITIVE ANALYSIS

Big data analysis which is a major issue is overcome by using the Hadoop framework and the MapReduce framework. The Data Transformation graph was introduced to find the all possible execution paths from the source to the destination. The existing Dijkstra’s algorithm was used to find the optimized execution path previously. Here we have considered a single datacenter for our implementation. We have extended the Dijkstra’s algorithm to include the node weight in addition to the edge weight. The edge weight corresponds to the execution time and the node weight corresponds to the execution time of the process. The all possible execution paths between broken into two categories - one which the data is processed in a single datacenter and the other which the data is processed across datacenters. A G-MR system, a MapReduce framework which can efficiently execute a sequence of mapreduce jobs on the geo distributes data relies on the DTG to perform the sequence of job minimizing the execution time. The extended Dijkstra’s algorithm is used to enhance the performance of the DTG in the execution of the sequence of the mapreduce jobs.
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Abstract: In current era of Internet of Things, overall internet is made intelligent by making each individual ‘smart’ at its own place. Use of distributed energy sources including both renewable and non renewable in smart grid technology has gain lot of importance in today’s era facing energy crisis. These distributed resources provide greatest flexibility whenever continuous and uniform deployment of power flow is required, across all networks. Interest in the potential of smart grid to transform the way societies generate, distribute and use electricity has increased dramatically over the past decade. This Paper identifies and illustrates the radical, competing and influencing priorities in Distributed Smart Grid Technology. Following latest researches primarily, the goal of paper to cover maximum aspects of to make system design-integration-implementation approach more powerful and perfect is reviewed.

Keywords: Adaptive, GUI, self healing, management, DSG, Big Data

I. INTRODUCTION

The electricity or power is considered to be backbone of each and every enterprise and has witnessed many recent developments in research and infrastructure, significant socio-economic and other non-tangible benefits to the community at large. Overall interconnection of advanced system components well known as Smart grid. “Ref.[5]” The arrival of power system deregulation and corresponding parallel growing vertically integrated utility business model is a second important development which shaped the direction of electric power technology in drastic but fruitful manner. It is a dynamic interactive, real-time infrastructure that responds to the challenges of designing and building the power system of the future. “Ref.[14]” To illustrate the diversity of terminology as in figure 1, the paper summarizes subfields with examples and definitions of Smart Grid. Miscellaneous Operating Level model of Smart Grid Technology can be seen in terms of diagrams and definitions mentioned. Smart distribution and utilization systems are suitably referred with their detailed abbreviations in subsections from corresponding figures respectively. “Ref.[15]” This paper includes the concept of Distributed smart grid and its various manifestations to allow for an appreciation of the complexity, potential benefits, and challenges involved in this exciting field to particular extent.
Topics such as real-time energy control approach for any smart building energy management systems, optimal opinion of energy-efficient buildings with distributed energy resources, various management strategies at device, big data, system and environment levels with suitable diagrams in short. These concepts needed to be followed thoroughly along with Divergent Smart Grid Priorities as shown in fig 2.

Different kind of facts is stated related with this Distributed Smart Grid (DSG) with addressing challenges and related innovative technologies, products and services. Further short note on DSG technology activities in China, India, and around the globe on this roadmap is done.

II. CONTRIBUTARY INFORMATION

"Ref.[13]"Currently available literature on the term "smart grid" shows a vast array of publications and latest valuable trends in distributed system to become backbone of “Internet of Things”. Today the power industry is taking advantage of advanced computer, communication, and control technologies throughout the 21th century to enhance its 360 degrees of capabilities.

III. THE MOTIVATION FOR DISTRIBUTED SMART GRID

"Ref.[15]"Presently the stakeholders (utilities, vendors, manufacturers, regulators, consumers and their advocates, and governments) recognize the need to address challenging issues that motivate developing and implementing the Distributed smart grid and its
peripheral elements due to limitations of simple smart grid system. In every situation the priority of local drivers and challenges might
differ from one point of view to another when a partial list of issues given below is concerned.

- Aging and underinvested infrastructure
- Filling the demand of Electricity throughout the world
- Adoption of alternative energy sources to reduce pollution.
- Optimization in flexibility of the distance between generation sites and load centers in either or parallel with large
  numbers of small, decentralized generation.
- Intermittent and fluctuating energy availability of renewable energy sources
- Need for securing electric supply and dataflow associated with it.

IV. DISTRIBUTED SMART GRID FEATURES

"Ref.[6]" Many Distributed smart grid possess following attributes as representative of its functions:

1) **Efficient**—satisfy consumer’s electricity demand without adding infrastructure.

2) **Accommodating**—works with any kind of energy source, platform, virtual online mode

3) **Motivating**—enabling real-time communication using graphical user interface (GUI)

4) **Opportunistic**—ability to capitalize on plug-and-play innovation wherever and whenever required

5) **Quality focused**—capable of delivering the power quality necessary, free of sags, spikes, disturbances, and interruptions to
   power our increasingly digital economy and the data centers, computers, and electronics necessary to make it run.

6) **Resilient**—increasing decentralized process helps to improve flexibility, maintenances and reinforce the smart grid security
   protocols.

V. SOME IMPERFECTIONS IN DISTRIBUTED SMART GRID

"Ref.[3]" As with many new innovative technological developments, care must be taken to address particular concerns and
issues that present itself to forward progress, adoption, and acceptance of this enterprises. With current Big Data Concept huge
information related with this technology is also growing exponentially and securing it is a big issue.

- **Stakeholder Engagement**: Well-knowing the fact that the benefits of each component of the smart grid to the
  customers that are the potential key to service success they worked seriously on it.

- **Security**: As with integrated approach information in turning into big data, creating cyber-security vulnerabilities,
tackling security risks gained utmost importance.

- **Privacy**: The concern like consumer acceptance, privacy violations needs to be addressed appropriately.

Costliness: New cutting edge inventions will be costly if we put them into practice.

VI. SMART DISTRIBUTION AND UTILIZATION SYSTEMS

"Ref. [10] [11]" Given that the origins of many power system issues are typically based in the electrical distribution system, the point
of departure for grid enhancement and modernization is to be found at the bottom of the supply chain.

"Ref.[9]" While the distribution system shown in figure 5 are major part of the electric power system, it comes as a surprise that there
is not a corresponding appreciable level of embedded intelligence with the only information available—that from the feeder at the
substation. This makes it difficult to optimize the operation of the distribution system and to recreate and recover from abnormal

Cite this article as: Upendra Vishnu Kulkarni, Aruna P Phatale, S A Naveed. “A Review Paper On Latest
Trends In Distributed Smart Grid Technology.” *International Conference on Information Engineering,
events. Distributed Energy Resources (DER) are able to create self-contained cells (micro-grids), which can in turn help to assure energy supply in distribution grids even when the transmission grid has a blackout. Moreover, it also facilitates more effective utilization and life extension of existing distribution system infrastructure integrating DERs and some of their functional requirements are as below.

i) Distributed intelligence: possess high-speed data processing capability; make decisions locally through distributed intelligence offered by low-cost embedded computing facility.

ii) Visualization: As per high-priority requirement we can recognize available and controllable resources to maximize economic and reliability benefits. It can also visualize in terms of devices and entities as shown in figure 4 and figure 6 respectively.

iii) Forecasting and prediction: Due to immaturity and low penetration of DERs which increases the uncertainty associated with their performance it is challenging.

iv) Interoperability: "Ref.[3]" Among networks, systems, devices, applications or components to externally exchange and readily use information securely and effectively standards need to be followed with drastic variation.

“Ref.[5][8]” As in figure 7, a Distributed management system for energy, outage, number ON/OFF devices in certain time, fault location are important component of the DSG to increase efficiency of overall system. It allows remote meter configuration, communicating dynamic tariffs, power quality monitoring, and potential load control. The fig. 7 considers distribution network active management and future development trends in technologies and methods, where centralized and decentralized management frameworks and applying agent-based coordination are shown. Smart grid initiatives, developments, plans, and example technologies are taken shortly.

VII. DISTRIBUTED SMART GRID INITIATIVES, DEVELOPMENTS, PLANS, AND EXAMPLE TECHNOLOGIES

1. Recent Advancements on Smart Grids in China:
   “Ref.[3]” Xu, Xue, and Wong from Hong Kong Polytechnic University, China; State Grid Electric Power System Research Institute, China; and University of Western Australia, Australia, respectively, discuss China’s 12th Five-Year Plan (2011-2015) by renewable energy accounting for 15% of national primary energy consumption by 2020. The State Grid Corporation of China (SGCC) established the plan to implement smart power grids in China by 2020 with further phases, policy and strategy.

2. Smart Grid Status in India:
   “Ref.[12]” Government of India has launched the scheme namely Faster Adoption and Manufacturing of (Hybrid & Electric Vehicles (FAME India) under National Electric Mobility Mission Plan (NEMMP) 2020 in the Union Budget for 2015-16 with an initial outlay of Rs.75 Cr. The scheme will provide a major push for early adoption and market creation of both hybrid and electric technologies vehicles in the country.

3. Activities Worldwide:
   “Ref.[12]” International Renewable Energy Agency (IRENA), an intergovernmental organization that supports the spread of renewable energy worldwide is expected to finalize details this week of a road map to install 160 Giga watts (GW) of battery storage worldwide in 2030. The volume of battery storage is expected to soar on the back of increasing electric vehicle penetration specially; lithium-ion battery-based storage is due to rise from 100MW in 2012 to around 25GW in 2020, and 150GW in 2030 applications, allowing the operational layer to be secured.

VIII. FEW FUTURE RESEARCH TRENDS

“Ref.[12]” To implement DSG successfully, the smart grid requires careful attention to the multitude of new needs for applied research as given as.

a) Optimal sizing and placement of distribution system resources
b) Optimal predictor-corrector resource dispatching
c) Integrated forecasting suites
d) Optimal adaptive reconfiguration of DNs
e) DN state estimation and observation

“Ref.[4][6]” The figure 8 gives the detailed importance of various aspects and parameters for Distributed Smart Grid as future perspective in comparison with the past, present and future. The era under observation is shown with respect to earlier study. The graph comprises of environmental health issues in joint with infrastructure needed for energy sources, building the network and its numerous components, human resources for research and associated management techniques, Quality security threats and much more. All these issues are interlinked, interdependent and as they reside in vast variety of different fields they should be of main concern.

“Ref. [10]” Distributed and embedded intelligence are important for emphasizing self-healing, optimizing operation. Functional and integration requirements of Distributed Energy Resources, Infrastructure, Management Systems, Metering, Smart buildings and Smart devices should be of main concern with respect to recent initiatives, developments, technologies, and research.

IX. CONCLUSIONS

This paper has given short overview on the latest aspects of Distributed smart grid and closely related articles. Integrated communication using intermediate interfaces allows real time control of equipments, exchange of data measurements and optimization through atomization with certain parameters at all levels. Interest in the potential of smart grid to transform the way societies generate, distribute, and use electricity has increased dramatically over the past decade and transformed it into Distributed Smart Grid. With the above precisely selected issues this review paper has identified and illustrated the radical, competing and influencing priorities in Distributed Smart Grid Technology and until now whatever technology is developed; still bigger challenges will be there that need to be resolved very efficiently based upon the new cutting edge technology, always as we move along the journey.
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Abstract: Life as we know it would be impossible without electricity. But as our supply of fossil fuels, energy source for electricity, continues to dwindle, we face a major challenge. Renewable energy that we get from the environment is a commendable option for providing green energy to homes. A high efficiency power management system for solar energy harvesting applications is proposed. Admiring efforts have been made recently in transforming the power grid into smart grid by means of unifying extensive information and communication infrastructures. In this paper a versatile stochastic optimization approach has been proposed for smart grid, to meet the need of the residential customers in an efficient energy management comprising high penetration of renewable and distributed energy sources, market based online electricity pricing, large scale storage of energy and high quality demand side management, mitigating monetary expense. The concept Boost converter used in this paper increases the throughput of solar panel voltage. Smart energy meter, an added advantage of the proposed system provides a two way communication between the utility board and residential unit.

Keywords: Power grid, smart grid, smart energy meter, solar energy, boost converter, solar panel.

I. INTRODUCTION

An increasing Global warming, currently occurring on this 4.6 billion years old earth, is a very critical issue to be addressed by the modern society that has been enjoying economical growth by consumption of fossil energies Since the Industrial Revolution in Great Britain, much carbon dioxide (CO2) has been emitted as a result of the combustion of petroleum and coal. In the past 200 years, the carbon dioxide concentration in the atmosphere has increased by as much as 25%. Now the entire earth is, so to speak, situ three of the most prominent issues facing the world today are escalating climate change, energy security and meeting the increasing global demand for electrical energy generated from renewable sources. Renewable sources are also called Echo friendly technologies are very important due to their pollution free energy generation and having sustainable growth. The electrical power grid is by nature a complex adaptive system and it regards with significant amount of uncertainties [1]. The existing grid faces some sensitive problems which are major factors of concern. They can be specifically mentioned as follows:
1) Limited delivery system.
2) High cost of power outage and power quality interruption.
3) In efficiency at managing peak load. 4) Increase in global warming and hazardous emissions.
This adverse impact of global warming and greenhouse effects is indeed a curse to the entire existence of life on earth. So for the sake of saving our earth it is very important to switch towards renewable energy sources. Since smart grid encapsulates this peculiar features of utilizing this renewable energy sources, smart grid integrate large amount of renewable generation in specific solar to meet our overwhelming electricity energy demands [2]. Smart grid introduces another worth mentioning feature say smart meter. Smart meter is a device that is connected to power distribution system which embeds a scheduling unit that helps in implementing shifting of workload [7], [9]. It also helps in receiving periodically the updated pricing information from various utility companies and the scheduling unit incorporated within it arranges the various household appliances for operation during different time intervals

II. PV TECHNOLOGY

Photovoltaic (PV) systems involve the direct conversion of sunlight into electricity with no intervening heat engine [7]. PV devices are solid state; therefore, they are rugged and simple in design and require very little maintenance. PV systems produce no emissions, are reliable, and require minimal maintenance to operate. They can produce electricity from microwatts to few megawatts. (Figure 1)

III. SYSTEM ARCHITECTURE

Owing to uncertainties under the real time pricing environment this paper mainly focuses in minimizing the electricity expenses of customers through optimally scheduling the operation and energy consumption for each and every appliance. Figure 2 depicts the architecture of energy management system used in residence. The following subsections are included in this model.

Figure 2. System Architecture.
A. Utility control unit
The utility control unit performs the usage patterns and the other analytics associated with it. In this system, there persist a mutual usage data communication between the smart meter and the control unit. A cluster of meters is together assigned with a single control unit which helps in optimal utilization of the same.

B. Residential customer unit
The residential unit includes the below mentioned household appliances: air conditioner, washers, coolers, etc. The complete functionality of this residential unit is achieved by the inclusion of the following modules as shown in Fig.3.

1) Renewable energy generation:
The resources are fast depleting with proportionate increase in energy demand, which ultimately results in providing a significant importance in the generation of renewable energy. Renewable energy source that is adopted in this paper is photovoltaic cells which promise a clean and cost effective factor that simultaneously turns out to be an opaque medium against harmful reactions to our ecosystem. PV cell uses the technique photoelectric effect which helps in converting the sunlight of certain wavelengths into direct current.

Generally a single PV cell cannot suffice the residential customer needs, so it is mandatory to connect them in series and parallel for the purpose of achieving the targeted voltage and current levels. As the PV cell generated voltage is intermittent by nature, the boost converters are included which aids in boosting the voltage, thus helps the PV cells in maintaining an ever sustainable voltage.

2) Boost converters:
A boost converter or step up converter is basically a DC-to-DC power converter which functions with an aim of producing an output voltage greater than its input voltage. Power is a factor that must be conserved and hence as a result of these criteria, always output current is lower than the source current.

The role of maximum power point converter is felt by the presence of boost converters which is ultimately merged with the output load of solar panel. The voltage from the solar panel is given to the controller which in turn generates the relevant PWM waves that is further fed back to the boost converter’s switch control input. The core functionality of boost converter is storing current in its boost inductor when the switch is closed or just delivering the currents from its inductor to the load when the switch opens and it is shown in Figure 4. The output of boost converter is fed to energy storage block.
3) Energy storage: There most frequently exists an energy mismatch between the PV profile system and the residential energy demand. To synchronize this mismatch the concept of energy storage is introduced, which is used to store the excessively generated electricity at daytime, which forms as a supplement form of power usage that can be released at night time to meet the residential customer needs. This phenomenon paves way for appreciable amount of reduction in tapping of electricity from grid. Overcharging and discharging will affect the operational life of a battery and hence it must be protected from these phenomena by incorporating a controller that helps in regulating the charging and discharging cycles [8].

4) Inverters: Generally battery produces the DC power, but the household appliances requires AC power for its operation, for that reason the inverter is used to convert this 12V DC into 230V AC household voltage. The voltages from these inverters are used by appliances through contactors.

IV. SMART METER

A smart meter is an energy meter that records utilization of electric energy in short intervals of time and sends the relevant details to the utility unit for scrutinizing and billing purpose, in predetermined time intervals. A two-way communication between meter and the central system is aided by smart meter. The Advanced Metering Infrastructure (AMI) is a technique incorporated by smart meter and this notable feature is absent in traditional AMR. This helps to reduce the monetary expense charged to customers in the real time pricing arena. The following worthy features are encapsulated in smart meter: eliminates the payment of bill in person at the EB office, provides consent for fetching details regarding updated pricing power utilization, accuracy of bill is verified, inclusion of multiple buildings to the wireless methodology does not alter the uniqueness of the network.

V. CONCLUSION

The concept introduced in this paper provides an efficient energy management for household appliances based on real time pricing released by utility companies in predetermined time intervals. The methodology proposed in this paper is to store the excessively generated renewable energy for future use and thereby to charge the battery at times of low electricity price and simultaneously discharging them during peak pricing time to minimize the monetary expense. It can be concluded that power scheduling approach using RTP combined with the IBR pricing model is a better way compared with the RTP alone pricing scheme. As a future vision of this paper super capacitors are used as energy storage that can charge faster than batteries, last longer and overcome physical toll that wears down the batteries in charging and discharging. This concept will help to the consumers for lower billing rate and also to save the energy that is produced from the natural resources.
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AN INTERACTIVE IMPLEMENTATION ON A SMART PHONE FOR DISABLED PERSONS TO ACCESS HOME APPLICATIONS
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ABSTRACT: The main objective of this work is to present a display design for accessible interaction in home area networks. Recently the social inclusion and technical aid to assure autonomy to people with disabilities are getting attention all over the world. The interface was implemented over a Tablet that controls domestic devices through a home network controller prototype. In order to evaluate the design, a research was conducted, interviewing people with disabilities in Brazil. This research consolidated a feasible interface to control home area networks. The system is cheap, reasonably easy to configure and run. It consumes very low power. Wireless home automation system is used for speech command. Voice recognition is used to support for blind people. Objective of the project is to help the disabled people. Simulation of the project is done by IAR embedded work bench which is implemented in MSP430 microcontroller. Home appliances are controlled by voice using MSP 430 microcontroller. HM2007 is a voice recognition system that has two modules. The first module contains the mike through which voice input is given that is then stored in the HM2007 voice recognition system. The voice recognition system transmits the voice command to the next module with the help of Zigbee which acts as the transmitter during transfer.

1. INTRODUCTION

Home automation refers to the use of computer and information technology to control home appliances and features (such as windows or lighting). Systems can range from simple remote control of lighting through to complex computer/micro-controller based networks with varying degrees of intelligence and automation. Home automation is adopted for reasons of easy, security and energy efficiency. Much software is needed while we are operating in tablet. This provides inconvenience to the persons who are physically challenged. So through voice recognition home automation is achieved. Using this voice recognition technique physically challenged persons can operate the home appliances more easily.

The objective of the work is to provide home automation for the physically challenged persons. Home automation provides controlling of the home appliances. Home automation is adopted for security and energy efficiency. This provides a voice recognition method which is easily operated by physically challenged persons. The interface was implemented over the tablet that control domestic through a home network controller prototype. Home automation can also provide a remote interface to home appliances or the automation system itself, via telephone line, wireless transmission or the internet, to provide control and monitoring via smartphone or Web browser. This will be effective to the normal persons. But physically challenged persons may face problem with this. To overcome its problem voice recognition is added to control the home appliances.
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2. SYSTEM DESIGN AND IMPLEMENTATION

2.1 INTRODUCTION ABOUT MSP430
The Texas Instruments MSP430 family of ultra-low power microcontrollers consists of several devices featuring different sets of peripherals targeted for various applications. The architecture, combined with five low-power modes, is optimized to achieve extended battery life in portable measurement applications. The device features a powerful 16-bit RISC CPU, 16-bit registers, and constant generators that contribute to maximum code efficiency. The calibrated digitally controlled oscillator (DCO) allows wake-up from low-power modes to active mode in less than 1 µs.

The MSP430F23x/24x (1)/2410 series are microcontroller configurations with two built-in 16-bit timers, a fast 12-bit A/D converter (not MSP430F24x1), a comparator, four (two in MSP430F23x) universal serial communication interface (USCI) modules, and up to 48 I/O pins. The MSP430F24x1 devices are identical to the MSP430F24x devices, with the exception that the ADC12 module is not implemented. The MSP430F23x devices are identical to the MSP430F24x devices with the exception that a reduced Timer B, one USCI module, and less RAM is integrated. Typical applications include sensor systems, industrial control applications, hand-held meters, etc.

2.2 BLOCK DIAGRAM
The figure 3.1 MSP430G2231 shows the internal block diagram that explains various peripherals in the architecture of the microcontroller.

![Figure 2.1 Block Diagram of MSP430G2231](image)

2.3 SPEECH RECOGNITION SYSTEM
Speech recognition will become the method of choice for controlling appliances, toys, tools and computers. At its most basic level, speech controlled appliances and tools allow the user to perform parallel tasks (i.e. hands and eyes are busy elsewhere) while working with the tool or appliance. The heart of the circuit is the HM2007 speech recognition IC. The IC can recognize 20 words, each word a length of 1.92 seconds.

Speech recognition system is a completely assembled and easy to use programmable speech recognition circuit. Programmable, in the sense that you train the words (or vocal utterances) you want the circuit to recognize. This board allows you to experiment with many facets of speech recognition technology. It has 8 bit data out which can be interfaced with any microcontroller for further development. Some of interfacing applications which can be made are controlling home appliances, robotics movements, Speech Assisted technologies, Speech to text translation, and many more. Speech recognition will become the method of choice for controlling appliances, toys, tools and computers. At its most basic level, speech controlled appliances and tools allow the user to perform parallel tasks (i.e. hands and eyes are busy elsewhere) while working with the tool or appliance. The heart of the circuit is the HM2007 speech recognition IC. The IC can recognize 20 words, each word a length of 1.92 seconds.

2.4 TRAINING WORDS FOR RECOGNITION
Press “1” (display will show “01” and the LED will turn off) on the keypad, then press the TRAIN key (the LED will turn on) to place circuit in training mode, for word one. Say the target word into the onboard microphone (near LED) clearly. The circuit signals...
acceptance of the voice input by blinking the LED off then on. The word (or utterance) is now identified as the “01” word. If the LED did not flash, start over by pressing “1” and then “TRAIN” key. You may continue training new words in the circuit. Press “2” then TRN to train the second word and so on. The circuit will accept and recognize up to 20 words (numbers 1 through 20). It is not necessary to train all word spaces. If you only require 10 target words that are all you need to train.

2.5 CHANGING & ERASING WORDS

Trained words can easily be changed by overwriting the original word. For instances suppose word six was the word “Capital” and you want to change it to the word “State”. Simply retrain the word space by pressing “6” then the TRAIN key and saying the word “State” into the microphone. If one wishes to erase the word without replacing it with another word press the word number (in this case six) then press the CLR key. Word six is now erased.

2.6 SIMULATED INDEPENDENT RECOGNITION

The speech recognition system is speaker dependent, meaning that the voice that trained the system has the highest recognition accuracy. But you can simulate independent speech recognition.

To make the recognition system simulate speaker independence one uses more than one word space for each target word. Now we use four word spaces per target word. Therefore we obtain four different enunciations of each target word (Speaker independent). The words spaces 01, 02, 03 and 04 are allocated to the first target word. We continue do this for the remaining word space. For instance, the second target word will use the word spaces 05, 06, 07 and 08. We continue in this manner until all the words are programmed. If you are experimenting with speaker independence use different people when training a target word. This will enable the system to recognize different voices, inflections and enunciations of the target word. The more system resources that are allocated for independent recognition the more robust the circuit will become. If you are experimenting with designing the most robust and accurate system possible, train target words using one voice with different inflections and enunciation’s of the target word.

2.7 THE VOICE WITH STRESS & EXCITEMENT

Stress and excitement alters ones voice. This affects the accuracy of the circuit’s recognition. For instance assume you are sitting at your workbench and you program the target words like fire, left, right, forward, etc., into the circuit. Then you use the circuit to control a flight simulator game, Doom or Duke Nuked. Well, when you’re playing the game you’ll likely be yelling “FIRE! …Fire! …FIRE!!…LEFT …go RIGHT!!”. In the heat of the action you’re voice will sound much different than when you were sitting down relaxed and programming the circuit. To achieve higher accuracy word recognition one needs to mimic the excitement in one’s voice when programming the circuit. These factors should be kept in mind to achieve the high accuracy possible from the circuit. This becomes increasingly important when the speech recognition circuit is taken out of the lab and put to work in the outside world.

2.8 VOICE SECURITY SYSTEM

This circuit isn’t designed for a voice security system in a commercial application, but that should not prevent anyone from experimenting with it for that purpose. A common approach is to use three or four keywords that must be spoken and recognized in sequence in order to open a lock or allow entry. The ability to listen to one person speak among several at a party is beyond the capabilities of today’s speech recognition systems. Speech recognition systems cannot (as of yet) separate and filter out what should be considered extraneous noise. Speech recognition does not understand speech. Understanding the meaning of words is a higher intellectual function. Because a circuit can respond to a vocal command doesn’t mean it understands the command spoken. In the future 4.1, voice recognition systems may have the ability to distinguish nuances of speech and meanings of words, to “Do what I mean, not what I say!”.

Speech recognition is divided into two broad processing categories; speaker dependent and speaker independent. Speaker dependent systems are trained by the individual who will be using the system. These systems are capable of achieving a high command count and better than 95% accuracy for word recognition. The drawback to this approach is that the system only responds accurately only to the individual who trained the system. This is the most common approach employed in software for personal computers. Speaker independent is a system trained to respond to a word regardless of who speaks. Therefore the system must respond to a large variety of speech patterns, inflections and enunciations of the target word. The command word count is usually lower than the speaker dependent however high accuracy can still be maintain within processing limits. Industrial applications more often require speaker independent voice recognition systems.

The first module contains the mike through which voice input is given that is then stored in the hm2007 voice recognition system. The voice recognition system transfers the voice command to the next module with the help of Zigbee which acts as the transmitter during transfer.

In the second module receives the voice signals along with the keyboard text input. Here the Zigbee acts as the receiver and the signals are converted from analog to digital and vice versa using respective convertors. The light on and off options depends upon the temperature of the room.

2.8 LIGHT DEPENDENT RESISTOR – LDR

Two cadmium supplied photoconductive cells with spectral responses similar to that of the human eye. The cell resistance falls with increasing light intensity. Applications include smoke detection, automatic lighting control, and batch counting and burglar alarm systems. Figure 2.3 is light dependent resistors. Intensity of the light is varies depends on temperature value.

3. RESULTS AND DISCUSSIONS

3.1 Communication between MSP430 and hm2007

The voice command send trough the voice recognition of hm2007 to msp430 microcontroller UART communication unit from there the data’s are send to the voice through zigbee module. MSP430 provides the main part of the project. Both receiver and sender side contains MSP430. HM2007 is used. The voice received from the HM2007 is stored in MSP430. The voice signal is then transferred to receiver side through zigbee.

This project consists of keyboard. Keyboard consists 5 butoons that are used for giving different commands. The various instructions are relayon, light on, light off, bright, dim. HM2007 is used to recognize the vioce signal that is stored in MSP430.

4. CONCLUSION

The proposed system proposes methodology that is more efficient than the existing system that uses design display. The existing system has the disadvantages dealing with the software. The proposed system defines a effective speech recognition system efficiently store the voice input and has extended memory that increases the performance of the system. The proposed system would be more helpful for the disabled people to more than that of the existing System since touching design would lead to more software error problem. The proposed system overcomes all the disadvantages of the existing system and helps the disabled people more effectively.

5. FUTURE WORK

Single home appliance is used to implement the project. Many home appliances with advanced microcontroller will be implemented in the future work. Blind people can be used to implement the project as the future work. many different voices will be stored in the speech recognition. Voice quality accuracy is achieved.

accurately track the time scale. Each output sample from the QRS discriminator is compared against a set threshold to detect the presence of a beat. Pulse period is incremented by one during every sample period. Because each sample occurs every 1/512 second, it is easy to track the time scale based
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