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Abstract: Communication plays an important role in the day-to-day activities of human bei % main
objective of this paper is to help the people who are unable to speak. Visual speech plays a le in the
lip-reading for listeners with deaf person. Here we are using local spatiotemporal degyipt®&s in order to
identify or recognize the words or phrases from the disable (dumb) people by their }gWo%ements. Local

were made on ten speakers with 5 phrases and obtained accuracy of about 75% f aker dependent and
65% for speaker independent. While being made comparison with other conc@ ike AV letter database,
our method outperforms the other by accuracy of 65%. The advantages%lr R ethod are robustness and
recognition is possible in real time. *

binary patterns extracted from the lip movements are used to recognize the isolat: ses. Experiments
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tornative in the field of speech processing. A
challenges which arises due to fact that speech

I. Introductio

In recent days, a silent speech interface has becoming
voice based speech communication has suffered fro
should be clearly audible, it cannot be masked, in lack of robustness privacy issues and exclusion of
speech disabled person. So these challenges ma ercome by the use of silent speech interface. Silent
speech interface is a device, where syste abling speech communication takes place, without the
necessity of a voice signal or when audibl@tie signal is unavailable. In our approach, lip movements
are captured by the use of a webcam, w, % placed in front of the lips. Many research work focuses only
on visual information to enhance C ognition[1]. Audio information still plays a major role than the
visual feature or information. But, i t cases it is very difficult to extract information. In our method we
are concentrating on the li%wement representations for speech recognition solely with visual
information.

Extraction of set of visud Q ervation vectors is the key element on AVSR(audio-visual speech recognition)
system. Geometric fgaN"® combined feature and appearance features are mainly used for representing
visual informatioge™g&@metric feature method represents the facial animation parameters such as lip
movement, sha Q aw and width of the mouth. These methods require more accurate and reliable facial

feature dete@ hich are difficult in practice and impossible at low image resolution.

In this , we propose an approach for lip reading or lip movements, where human-computer
in er@n improves significantly and understanding in noisy environment also improves.

II. Local Spatiotemporal Descriptors for Visual Information

In this paper, we are concentrating on LBP-TOP in order to extract the features from the extracted video
frames. The Local Binary Pattern (LBP) operator is a gray-scale which is not varied, always remains the
same texture, simple statistic, which has shown the best performance in the classification of different kinds
of texture. For an individual pixel in an image its respective binary will be generated and the thresholds will
be compared with the its neighborhood value of center pixel as shown in Figure 1(a) [1].
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Figure. 1. (a) Basic LBP operator. (b) Circular (8,2) neighborhood. 6 .
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Where gc denotes the grey value of center pixel{xc, yc} of the local neighborh and gp is related to the
grey values of P equally spaced pixels on a circle of radius R. A histog;@cﬂeated in order to collect up
the occurrences of various binary patterns. The definition of n l% can be extended to circular
neighborhoods with any number of pixels as shown in Figure 1(b). % ys way, we can collect larger-scale
texture primitives or micro-patterns, like spots, lines and corners

# the analysis of facial image because of
anges. In our approach a temporal texture
the three orthogonal planes(LBP-TOP). LBP-

Local texture descriptors have obtained tremendous attenti
their robustness to challenge such as pose and illuminag
recognition using local binary patterns were extracte
TOP method is more efficient than the ordinary L ordinary LBP we are extracting information or
features in two dimension, where as in LBP-TOP. extracting information in three dimension i.e, X, Y
and T. For LBP-TOP, the radii in spatial andgtemp®ral axes X, Y, and T, and the number of neighboring
points in the XY, XT, and YT planes can al ifferent and can be marked as RX, RY and RT, PXY, PXT,
PYT. The LBP-TOP feature is then den s L.BP-TOP PXY, PXT, PYT, RX, RY, RT. If the coordinates of

the center pixel gtc,e are (xc, yc, the coordinates of local neighborhood in XY plane gXY,p are
given by (xc-RXsin(2mp/ PXY),YC+R&

—

2mtp/PXY), tc), the coordinates of local neighborhood in XT plane

gXT,p are given by (xc-RXs(2mpYPXT),yc, tc¢ -RT cos(2np/PXT)) and the coordinates of local
neighborhood in YT plane ¢, ye-RYcos(2mp/PYT),, tc -RT sin(2mp/PYT)). Sometimes, the radii in
three axes are the same ad o the number of neighboring points in XY, XT, and YT planes. In that case,

viation where P=PXY=PXT=PYT and R=RX=RY=RT[1].

we use LBP-TOPP,R for

Figure. 2. (a) Volume of utterance sequence. (b) Image in XY plane (c) Image in XT plane(d) Image in TY
plane.
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Figure 2(a) demonstrates the volume of utterance sequence. Figure 2(b) shows image in the XY plane.
Figure 2(c) is an image in the XT plane providing a visual impression of one row changing in time, while
Figure 2(d) describes the motion of one column in temporal space[1]. An LBP description when computed
over the whole utterance sequence it encodes only the occurrences of the micro-patterns without any
indication about their locations. In order to overcome this effect, a representation which consists of
dividing the mouth image into several overlapping blocks is introduced. Figure. 3 also gives some examples
of the LBP images. The second, third, and fourth rows show the LBP images which are drawn using LBP
code of every pixel from XY (second row), XT (third row), and YT (fourth row) planes, respectivgly,
corresponding to mouth images in the first row. . &

Figure 3. Mouth region images (first row), LBP-XY imag@o‘nd row), LBP-XT images (third row), and
LBP-YT images (last row) from one utterance[1].

Wlock volume. (a) Block volumes. (b) LBP features from three orthogonal planes.
S for one block volume with the appearance and motion[1].

Mlock Feaniwes
SesssssEEsSEEEES.
-

-
LI I O -

Y T IR Ty

Mouth movemert features from the whale sequence

"lll

dine
‘Illllllll

Figure. 5. Mouth movement representation(1].

When a person utters a command phrase, the words are pronounced in order, for instance “you-see” or
“see-you”. If we do not consider the time order, these two phrases would generate almost the same features.
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To overcome this effect, the whole sequence is not only divided into block volumes according to spatial
regions but also in time order, as shown in Figure. 4(a) shows. The LBP-TOP histograms in each block
volume are computed and concatenated into a single histogram, as shown in Figure. 4. All features
extracted from each block volume are connected to represent the appearance and motion of the mouth
region sequence, as shown in Figure. 5.

A histogram of the mouth movements can be defined as follows

]'{b‘,d‘]fl{ﬁ(&y,t)zl ,1=D,, n]-1,1=|:l,1,2 """"""""""""""""""""""" ‘@

.
ITI. Multiresolution Features and Feature Selection 6

Multi resolution features will provide more accurate information and also the analysis y&lc event will
be increased. By using these multi-resolution features, it helps in increasing the num f&atures greatly.
When the features from the different resolution were made to be connected in s ectly, the feature
vector would be very long and as a result the computational complexity will be to &#). It is obvious that all
the multi resolution features will not contribute equally, so it is necessary to@out features like which
location, with what resolution and more importantly the types such a eayMice, horizontal motion or
vertical motion that are very important. We need feature selecti @is purpose. In changing the
parameters, three different types of spatiotemporal resolution are p O&X 1) Use of a different number of
neighboring points when computing the features in XY (appear T (horizontal motion), and YT
(vertical motion) slices; 2) Use of different radii that can capt e occurrences in different space and

time scales; 3) Use of blocks of different sizes to create global End‘ al statistical features[4][5].

second stage extracts the visual features from th th movement sequence. The role of the final stage is

to recognize the input utterance using an I(N&lssiﬁer.

IV Oul$
Our system consists of three stages, as shown in$ . The first stage is a detection lip movements. The

Capture of lip- ‘3\0 Extraction of visual
movements 6 feature from mouth

region

O %
&Q\ Training

Classifier

Figure 6. System diagram
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In our approach webcam is used to capture the lip-movements. Further we will extract the visual feature
from the mouth region. These features are then fed to the classifier. For speech recognition, a KNN
classifier is selected since it is well founded in statistical learning theory and has been successfully applied
to various object detection tasks in computer vision. Since the KNN is only used for separating two sets of
points, the -phrase classification problem is decomposed into two-class problems, then a voting scheme is
used to accomplish recognition. Sometimes more than one class gets the highest number of votes; in this
case, 1-NN template matching is applied to these classes to reach the final result. This means that in
training, the spatiotemporal LBP histograms of utterance sequences belonging to a given class are averaged
to generate a histogram template for that class[1]. . 6
N\

V. Experiments Protocol and Results 6

.
For more accurate evaluation of our proposed method, we made a design with differ @eriments,
including speaker-independent, speaker-dependent, multi resolution.

.
1. Speaker-Independent Experiments: For the speaker-independent experiments, ne-speaker—out is
utilized. We made a training of particular phrase using one speaker and we m say the same phrase
with 10 different speakers and when testing was done we were successful in getj e same phrase from 6

speakers. The overall results were obtained using M/N (M is the total gum of correctly recognized
sequences and N is the total number of testing sequences). When w. %acting the local patterns, we
take into account not only locations of micro-patterns but also th \ rder of lip-movements, so the
whole sequence is divided into block volumes according to not o atial regions but also time order.
Figure. 7 demonstrate the performance for every speaker. Th ults from the second speaker are the
worst, mainly because the big moustache of that speaker really inf®®nces the appearance and motion in the
mouth region. $ ¢
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Speaker index
Fig e.& ognition performance for every speaker

2) Speaker-Dependent Expep
utilized for cross validatt
and after testing is perf

: For speaker-dependent experiments, the leave-one utterance-out is
ur approach when a particular speaker is trained with some list of phrases
with the same speaker 70% of same phrases were identified correctly.

3) One-One vers est Recognition: In the previous experiments on our own dataset, the ten-phrase
classification p is decomposed into 45 two class problems (“Hello”- “See you”, “I am sorry”- “Thank
you”, “You a ome”- “Have a good time”, etc.). But using this multiple two-class strategy, the number
of classifi gs quadratically with the number of classes to be recognized like in AVLetters database.
When t s number is N, the number of the KNN classifiers would be N (N-1)/2.

QO

» W

Figure. 8. Selected 15 slices for phrases “See you” and “Thank you”. “I” in the blocks means the YT slice
(vertical motion) is selected, and “_” the XT slice (horizontal motion), “/” means the appearance XY slice[1].
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Figure-8 shows the selected slices for similar phrases “see you” and “thank you”. These phrases were the
most difficult to recognize because they are quite similar in the latter part containing the same word “you”.
The selected slices are mainly in the first and second part of the phrase; just one vertical slice is from the
last part. The selected features are consistent with the human intuition.

Table I
Results from One-to-One and One-to-Rest Classifiers on Semi-Speaker-Dependent Experiments (Results in
The Parentheses are From One-to-Rest Strategy) - Q
Features Blocks Third test(O-R) Three-fold(O-R) ~ }‘
“TOPg 1 >
o 1o T GBI &5 @'9—
Conclusion &S

A real-time capture of lip-movements using webcam for recognition of speech
help the disable person. Our approach uses local spatiotemporal descriptors recognition of input
utterance. LBP-TOP is used to extract the features from the captured images! riments were made on
ten speakers and the lip movements were converted into speech v iglently. Compared to other
approach, our method outperforms the other by accuracy of 70%. {\ﬁ‘

osed, in order to
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