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Abstract––Wireless Sensor Networks (WSN) will be established in distinct category of fashion such as healthcare 
application, home automation, defense etc.. As a consequence of plenty of nodes in WSN, unified data and energy 
preservation is in need for efficient transmission. Due to the massive node environment in WSN, redundant data will be 
detected by immediate nodes. Here, redundant data can be unified by intermediate nodes because to reduce the 
communication cost and size of control messages. In existing work, Data Routing In Network Aggregation (DRINA) 
algorithm proposed for reducing redundant data size and improving energy conservation in cluster nodes. But it is not 
promptly detect the failure of cluster head. Inspite of this critical nature, we propose a new routing protocol known as 
RENDEZVOUS Data Routing In Network Aggregation (R-DRINA) for data aggregation and recover the cluster head 
failure immediately. This is done by the RENDEZVOUS cluster, it act as an administrator in selection of alternative 
cluster head when the assigned cluster head is dropped out.  

Index Terms–– Routing Protocols, WSN, DRINA, R-DRINA. 

I. INTRODUCTION 

 ireless sensor networks are usually composed of either hundreds or thousands of inexpensive, low power 
sensing devices with finite memory  and communicational resources. The challenge of WSN is how to 

guarantee the data delivery even the node failures. Basically sensor nodes are fitted with on-board processor. 
However, realization of sensor network needs to satisfy the constraints introduced by the factors such as fault 
tolerance, scalability, cost etc...  Since these constraints are highly stringent and specific for sensor networks, the 
wireless adhoc networking technique are required [2].Sensor networks to be deployed in an adhoc fashion. The Data 
aggregation aware routing algorithms play an essential role in WSN. It is the combination of data from different 
sources and can be implemented in number of ways. It has wide application in communication, weather monitoring, 
security systems, Area monitoring, Forest fire detection [6]. 

The main goal of routing protocols is to find out the shortest path which connects all the source nodes to the sink, 
while maximizing the data aggregations.  The data aggregation routing algorithms which can reduces the number of 
messages setting up a routing tree, increased the number of overlapping routes and achieve high aggregation rate [1]. 
In Shortest Path Tree (SPT) data aggregation scheme ,every node that detects an events report and send the 
information along the shortest path to sink node[10].In most cases, Greedy incremental tree(GIT) build the  shortest 
path in the network and also minimize the minimum spanning tree problem[14].one more approach in data 
aggregation is Center at Nearest (CNS)algorithm, it has an aggregator, which sends the information to a specific 
node when the event is detected in the cluster[10]. 

In advance, Information Fusion Based Role Assignment (InFRA) Algorithm reactively designate roles to build a 
routing tree that maximizes the data aggregation and it observe the shortest paths that maximizes route overlapping 
[19]. One more fact, that energy conservation plays a vital role in routing protocols. Cluster-based routing and 
EADC algorithm through an efficient energy aware clustering algorithm is employed to avoid imbalance network 
distribution [7]. Cluster routing is an energy efficient routing model as compared with direct routing and Multihop 
routing. Sensor nodes energy and resources are restricted by size and cost constraints. Due to the aggregation of 
redundant data, the energy conservation on each node in cluster has been improved [6]. DRINA can maximize the 
information fusion along the communication path and it does not flood a control message to the entire network 
whenever a new event occurs [1]. It has a certain drawback in cluster based approach in terms of cluster head 
dropout.  Our proposed algorithm was perceived to recover the cluster head failure and the RENDEZVOUS cluster 
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should immediately alternative cluster head when the assigned cluster head is failure. It also increased as a life time 
of the system during data collection in sensor network. It provides the best aggregation quality for periodic timing. 

 

TREE BASED APPROACHES 

Based on the network topology the routing protocols are classified under the tree based approaches and mesh based 
approaches. In tree based approaches, there exist only a single path between source node and the destination node. 
The nodes are basically in hierarchical structure in network. One of the  way to aggregate the data flowing from 
source to sink node is to selects some special nodes that act as an aggregation points which used to forwarding data 
packets to preferred directions.  

In tree structure, protocols are either to route the aggregated data or to respond the queries send by the sink node.  
Aggregation is the process to combine the data received by two or more same node of the tree and the only one 
packet may be send to the sink node. Suppose a packet is lost at certain level the whole sub tree information will be 
totally vanished. But the tree based structure potentially high cost for maintaining the structure and tolerance of the 
failure is very critical. One of the major aspects of tree-based networks is the formation of an energy efficient data 
aggregation tree.  

One of the most popular algorithm is Shortest Path Tree Algorithm (SPT) which used to find the set of edges 
connecting all nodes such that the sum of the edge lengths from the source to each node is minimized. Another 
algorithm familiarly known as  maximum-energy shortest path tree algorithm (MESPT), which is a two-phase 
algorithm, for data aggregation in wireless sensor networks. It constructs a maximum-energy path tree (MEPT) 
which balances the energy consumption among the sensor nodes and  it restructures the tree by the shortest path 
algorithm based on MEPT trying to minimize the data aggregation. 

The novel algorithm for data aggregation is  Adaptive State-Aware Routing Algorithm for data aggregation 
(ASARA).It construct the shortest path  tree based on the node local state and events occurance. Whenever the path 
in poor state,new path will be build forcely.The author deal only to save the transmission data energy that the same 
to maximize the data aggregation.unfortunately the coordinator node failiure situation,there is no alternates provided 
in ASARA. 
 
MESH BASED APPROCHES 

 
Protocols that fall under this family, do not maintain the network topology information and it establish the path 
whenever the information need to be exchanged. There is no necessary to exchange the routing information 
periodically. These protocols are familiarly known by the name of an on-demand routing protocols.  

CLUSTER BASED APPROACHES 

The whole network has been divided into small cluster groups. Some special nodes are selected as cluster head 
based on their energy and other parameters. They collect sensor data and aggregate the collected data, finally 
communicate with sink node. 

One of the Cluster based approach familiarly known as  Maximum Lifetime Data Aggregation (MLDA) Algorithm 
which finds data gathering schedule with maximum lifetime for a wireless sensor network which permit in network 
data aggregation.  Each node within the cluster such as for a neighbor closer to the cluster head which is known as 
data relay point and set up data relay link. An aggregation tree specifies the data packets from all sensor are 
collected, aggregated and transmitted to the sink node. But it has a very high time complexity. 
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LRS Algorithm is based on their distances from each other and sink node. All gathered data moves along the chain, 
gets aggregated and reaches a designated cluster head. The cluster head are selected in each level of hierarchy, 
naturally defines an aggregation tree structure. But it has potentially high cost of maintaining a hierarchical structure 
in each stage. 

In Low Energy Adaptive Cluster Hierarchy (LEACH) Algorithm, the rest of the cluster nodes transmit data to the 
cluster head and the cluster head aggregate the received data and transmit it to sink node which limits the size of the 
network and the cluster head selected randomly in each round according to the energy consumption. Our R-DRINA 
routing algorithm tends to maximize the aggregated data rate and it does not generate a message whenever a new 
event occurs. 

II. RENDEZVOUS - DATA ROUTING IN NETWORK AGGREGATION (R-DRINA): 
 

In network data aggregation, it must synchronize the transmission data among the nodes in the cluster. Here the 
node does not send data shortly still it waits for the data from neighboring nodes may lead to good data aggregation 
prospect. It plays an important role in energy constrained WSN and aggregation is performed interior nodes 
reducing size and number of messages swap across the network. 
The data aggregation is the synchronization of data transmission among the nodes. It will improve the performance 
of the algorithm and save energy. There are three main strategies are analyzed in existing work: 
 
Periodic simple aggregation: 
Each node to wait for a specified time period while aggregating all received data packets and then forward a single 
packet to the sink. 
Periodic per hop aggregation: 
Each hop have a specific time period for data aggregation. When the time exceeds, the event is get over nevertheless 
transmission is not complete. 
Periodic per hop adjusted aggregation: 
There is no predefined transmission time assigned for nodes. It will vary according to the node position. 
  
The R-DRINA algorithm considers the following parts in the network creation: 

• Collaborator: Detects an event and send the collected data to a Coordinator node. 
• Coordinator: It aggregating the collected data from Collaborator and sending it towards sink nodes. 
• Sink: It receiving data from a set of Coordinator and Collaborator nodes. 
• Relay: It is an interior node that forwards the data towards sink. 

 
2.1 Formation of Hop Tree 

Hop Configuration message (HCM) is used to build the HopTree in DRINA. The hop ID and HopToTree are the 
two fields in HCM. ID is node identifier and HopToTree is the distance in hops.  
The sink node start to send HCM message to each neighboring hops and it find the shortest path, it brings the HCM 
ID to each node. Suppose the node already received the HCM, the node discards the HCM message. On the first 
event occurrence HopToTree will still be the shortest distance, to establish a new route. HopToTree stores the 
smaller of two values; distance to the sink or distance to the nearest already established route.  
 
2.2 Creation of cluster 

The group Coordinator will be the one that is nearer to the sink node. Only one node in the group will be declared 
as Coordinator, all other nodes that detected the same event will be the Collaborator. Group Coordinator collects the 
information from Collaborators and that aggregate data send to sink. Before the first event occurs there is no route 
established and HopToTree variable reserve the smallest distance to the sink. 

The coordinator elect based on the following algorithm  
 
     
 
    𝐸𝐸[𝐶𝐶𝐶𝐶] = ∑ 𝑃𝑃𝑖𝑖(𝑡𝑡)𝑁𝑁

𝑖𝑖=1 ∗ 1 = 𝑥𝑥           (1) 
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where 𝑥𝑥 define the clusters during each round and 𝑁𝑁 defines the total number of nodes in the entire network. The 
Probability of 𝑃𝑃𝑖𝑖 (𝑡𝑡) which elect coordinator itself at the beginning of the round and the probability of each node 𝑖𝑖 to 
be a coordinator at time 𝑡𝑡 is given as  
 

𝑃𝑃𝑖𝑖(𝑡𝑡) = �
𝑥𝑥

𝑁𝑁−𝑥𝑥∗(𝑟𝑟 𝑚𝑚𝑚𝑚𝑚𝑚 𝑁𝑁𝑥𝑥)
, 𝐶𝐶𝑖𝑖 (𝑡𝑡) = 1

0, 𝐶𝐶𝑖𝑖 (𝑡𝑡) = 0
              (2) 𝐶𝐶𝑖𝑖 (𝑡𝑡) determines whether node 𝑖𝑖 to be a cluster-head in most 

reason 𝑟𝑟 𝑚𝑚𝐶𝐶𝑚𝑚 𝑁𝑁
𝑥𝑥
 rounds. 

 
𝐸𝐸[∑ 𝐶𝐶𝑖𝑖 (𝑡𝑡)𝑁𝑁

𝑖𝑖=1 ] =  𝑁𝑁 − 𝑥𝑥 ∗ (𝑟𝑟 𝑚𝑚𝐶𝐶𝑚𝑚 𝑁𝑁
𝑥𝑥

)                (3) 
 

The term ∑ 𝐶𝐶𝑖𝑖 (𝑡𝑡)𝑁𝑁
𝑖𝑖=1  depicts the eligible coordinators at time 𝑡𝑡. This ensures energy at each node to be 

approximately equal after every 𝑁𝑁
𝑥𝑥
 rounds. From the above equations (2) & (3) the expected coordinators per round is 

given as 
  

  𝐸𝐸[𝐶𝐶𝐶𝐶] = ∑ 𝑃𝑃𝑖𝑖(𝑡𝑡)𝑁𝑁
𝑖𝑖=1 ∗ 1    (4) 

           = �𝑁𝑁 − 𝑥𝑥 ∗ �𝑟𝑟 𝑚𝑚𝐶𝐶𝑚𝑚 𝑁𝑁
𝑥𝑥
��* 𝑥𝑥

𝑁𝑁−𝑥𝑥∗(𝑟𝑟 𝑚𝑚𝑚𝑚𝑚𝑚 𝑁𝑁𝑥𝑥)
  

 = 𝑥𝑥 
Let we assume 𝑝𝑝 is the percentage of coordinator, 𝑟𝑟 is the current round number and 𝐺𝐺 is the group of nodes that 
have not been a coordinator for past 1/𝑝𝑝 rounds. Whenever a round starts, each node in the cluster decides to be (or 
not to be) the coordinator based on a probability function. Every node in the cluster selects a random number 
between 0 and 1if the number is less than the threshold probability, the node is selected to be the coordinator for the 
current round  

  

       𝜏𝜏(𝑛𝑛) = �𝑝𝑝 �1 − 𝑝𝑝 ∗ �𝑟𝑟 𝑚𝑚𝐶𝐶𝑚𝑚 1
𝑝𝑝
�� ,  𝑛𝑛 ∈ 𝐺𝐺

0                              , 𝐶𝐶𝑡𝑡ℎ𝑒𝑒𝑟𝑟𝑒𝑒𝑖𝑖𝑒𝑒𝑒𝑒
R              (5) 

 
The coordinator election is based on energy level where nodes having greater energy than the threshold (i.e the 
average energy of the previous cluster) which has been elected as coordinator for the next round by Rendezvous 
algorithm. 
  𝜏𝜏(𝑛𝑛) = 𝐸𝐸𝑇𝑇𝑇𝑇𝑇𝑇 

𝐶𝐶𝑁𝑁𝑇𝑇𝑇𝑇𝑇𝑇
           (6) 

  
2.3 HopTree updation 
The group Coordinators sends a route establishment message to its NextHop node, it retransmits the message to its 
NextHop, in this similar way the HopTree updating process will be started. The routes are formed by selecting the 
best neighbor at each hop. The possibility for choosing the best neighbor depends on two situations: i) After the 
occurrence of First Event the node that create a shortest path to sink is chosen ii) After several consequent events, 
the best neighbor is the one that leads to the nearest node i.e. already part of an established route.   Finally the tree 
connects Coordinators to the sink. The main focus of this part is to update the HopToTree value of all nodes so they 
can take into consideration to establish a new route by using relay. 
 
2.4 Route Recovery 
Our R-DRINA algorithm provides acknowledgment based Route Recovery mechanism which consists of two parts: 
Failure node detection and Selection of a new NextHop node. When a relay node needs to forward the data to its 
NextHop node, it senses the data packet and waits for a retransmission of the data packet by its next hop. If the 
sender receives the acknowledgement, it can infer that the next hop node is dead and everything is ok. Otherwise, 
another node should be selected as the new next hop node. Always the next hop node is chosen on the base of 
energy level that is the highest energy level node only fit for next hop node. After the Route Recovery mechanism is 
applied a newly reconstructed path is create as depicted in figure. 
 Performance Evaluation 
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We evaluate the R-DRINA and compare its performance to InFRA and SPT algorithms. The following Metrics are 
evaluated  

 
1. Bandwidth Efficiency 
2. Packet Delay 
3. Packet Delivery Ratio 
4. Energy Consumption 
5. Delivery Rate of aggregated data packets 
6. Control overhead 
7. Data Packet loss 

 
III. SIMULATION RESULTS 

 
For the result comparison analysis, we used the parameters in Table 1. 

 
Table1:Simulation Parameters 

Parameter Description 
Antenna Model Omni Directional 
Channel Type Wireless Channel 
Routing Protocol AODV 
Radio Propagation Model Two-ray Ground 
Interference Queue Type Drop Tail; PriQueue 
Link Layer Type LL 
Simulation Time 100 sec 
Communication Range 250 m 
CBR Packet Size 512 (bytes) 

 
The spatially distributed nodes in the network, RENDEVEROS node and the coordinator assigning has been shown 
in following Figures.  
 

 
 

Fig1. Assign RENDEZVOUS node to detect cluster head failure. 
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Fig 2. Detection of cluster head failure by Rendezvous 
 
The Rendezvous node is assigned to detect the failures among the coordinators which illustrated in Fig1. After the 
death node identification by Rendezvous in Fig2, that elects the new coordinator within the cluster. Consistently, 
routing process will  
happen through the elected new coordinator which was shown in Fig 3. 
 

 
 

Fig 3. Rendezvous alter the cluster head when the assigned cluster head is dropped out 
 

 
 

Fig 4. Delivery Rate of aggregated data packets Vs. Loss Probability 
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Fig 5.Routing Overhead Vs. Network size 
 

 
 
Fig 6. Data packet Loss Vs. Network size 
 
Above figures shows the performance analysis of different data aggregated algorithms such as SPT, InFRA, DRINA 
& R-DRINA. Fig 4. depicts the aggregated rate of transmitted data and shows its corresponding loss probability. It 
clearly seems that more number of data packets is aggregated with less loss probability. The routing overhead of R-
DRINA is comparatively very less in Fig 5. Finally, the transmitted data packets should drop across the medium is 
very minimum. So we achieve the reliable transmission in Fig 6.   
 

CONCLUSION 
 

The responsibilities of the routing Protocols are to exchanging the route information and finding the feasible path. 
Our proposed R-DRINA algorithm is the one reliable data aggregation aware routing protocols. It was extensively 
compared to two other known routing algorithm, DRINA, InFRA and SPT. It has abrupt increase in data 
aggregation rate and the obtain results clearly shows the R-DRINA outperformed the DRINA, InFRA, SPT. Also, 
we show that our proposed algorithm has some key aspects required by WSN aggregation aware routing algorithms 
such as maximized number of overlapping routes, high aggregation rate, Reliable data aggregation and 
Transmission. 
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