Modeling and Design of Rectangular Microstrip Patch Antenna with Iso/Anisotropic Substrate Using Neuro-spectral Computation Approach
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Abstract— In this paper, we propose a general design of rectangular microstrip antenna printed on isotropic or anisotropic substrate, based on artificial neural networks (ANN) in conjunction with spectral domain formulation. In the design procedure, synthesis ANN model is used as feed forward network to determine the resonant frequency. Analysis ANN model is used as the reversed of the problem to calculate the antenna dimension for the given resonant frequency, dielectric constant and height of substrate. The electromagnetic knowledge combined with artificial neural network in the analysis and the design of circular antenna to reduce the complexity of the spectral approach and to minimize the CPU time necessary to obtain the numerical results. The results obtained from the neural models are in very good agreement with the experimental results available in the literature.
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I. INTRODUCTION

The increase in complexity of device modeling has led to rapid growth in the computational modeling to each arena. To accommodate computational complexity, several Computer Aided Design (CAD) modeling engines such as Artificial Neural Networks (ANNs) were used [1, 2]. ANNs, emulators of biological neural networks, have emerged as intelligent and powerful tools and have been widely used in signal processing, pattern recognition, and several other applications [3]. ANN is a massively parallel and distributed approach based on artificial neural networks and electromagnetic knowledge. We introduce the artificial neural networks in the analysis of rectangular antenna to reduce the complexity of the spectral approach and to minimize the computational cost is high due to the evaluation of the slow decaying integrals and the iterative nature of the solution process. Even though all the losses can be directly included in the analysis, produced results may not provide satisfactory accuracy for all the cases [12].

The objective of this work is to present an integrated approach based on artificial neural networks and electromagnetic knowledge. We introduce the artificial neural networks in the analysis of rectangular antenna to reduce the complexity of the spectral approach and to minimize the CPU time necessary to obtain the numerical results. Two points are especially emphasized: we have demonstrated the force of neural approach in antenna modeling using ANN combined with electromagnetic (EM) knowledge to develop a neural network model for the calculation of resonant frequency of rectangular patch antenna printed on isotropic or uniaxially anisotropic substrate. Using reverse modeling, ANN is built to find out the antenna dimensions for the given resonant frequency, dielectric constant and height of substrate. The models are simple, easy to apply, and very useful for antenna engineers to predict both patch dimensions and resonant frequency. To the best of our knowledge, this subject has not been reported in the open literature; the only published results on analysis of rectangular microstrip-patch resonators on anisotropic substrate using neurospectral approach [13-16].

II. FORMULATION OF THE PROBLEM

The geometry under consideration is illustrated in Figure 1. A rectangular patch with dimensions \((a, b)\) along the two axes \((x, y)\), respectively, is printed on a grounded dielectric slab of thickness \(d\), characterized by the free-space permeability \(\mu_0\) and the permittivity \(\varepsilon_0, \varepsilon_r\). \(\varepsilon_r\) is the free-space...
permittivity and the relative permittivity \( \varepsilon_r \) can be complex to account for dielectric loss.

All fields and currents are time harmonic with the time dependence suppressed. The transverse fields inside the jth layer \((j = 1, 2)\) can be obtained via the inverse vector Fourier transform as \([17]\).

Figure 1. Rectangular microstrip antenna structure.

\[
\begin{align*}
E(r_x, z) &= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \tilde{E}(k_x, r_x) e^{i k_x r_x} dk_x dk_y \\
H(r_x, z) &= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \tilde{H}_z(k_x, r_x) e^{i k_x r_x} dk_x dk_y
\end{align*}
\]

(1)

(2)

where \( \tilde{E}(k_x, r_x) \) is the kernel of the vector Fourier transform \([18, 19]\), and

\[
e(k_x, z) = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \tilde{E}_z(k_x, r_x) e^{i k_x r_x} dk_x dk_y
\]

(3)

\[
= A(k_x) e^{-ik_z z} + B(k_x) e^{ik_z z}
\]

\[
h(k_x, z) = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \tilde{H}_z(k_x, r_x) e^{i k_x r_x} dk_x dk_y
\]

(4)

\[
= \tilde{g}(k_x) \left[ A(k_x) e^{-ik_z z} - B(k_x) e^{ik_z z} \right]
\]

In Eqs. 4 and 5, \( \tilde{E}_z(k_x, r_x) \) and \( \tilde{H}_z(k_x, r_x) \) are the scalar Fourier transforms of \( E_z(r_x, z) \) and \( H_z(r_x, z) \), respectively, and \( \mathbf{A} \) and \( \mathbf{B} \) are two-component unknown vectors.

\[
\tilde{g}(k_x) = diag \left[ \frac{\omega_0 \varepsilon \varepsilon_r k_x}{\omega_0 k_x}, \frac{k_x}{\omega_0 k_x} \right],
\]

(5)

\[
k_z = \left( \varepsilon \varepsilon_0^2 - k_0^2 \right)
\]

with \( k_0 = \omega_0 \varepsilon_0^2 \mu_0 \) and \( k_z \) is the propagation constant in the uniaxial substrate. Writing Eqs. 4 and 5 in the planes \( z = 0 \) and \( z = d \), and by eliminating the unknowns \( \mathbf{A} \) and \( \mathbf{B} \), we obtain the matrix form

\[
\begin{bmatrix}
\mathbf{e}(k_x, d^-) \\
\mathbf{h}(k_x, d^-)
\end{bmatrix} = \mathbf{T} \begin{bmatrix}
\mathbf{e}(k_x, 0^+) \\
\mathbf{h}(k_x, 0^+)
\end{bmatrix}
\]

(6)

with

\[
\mathbf{T} = \begin{bmatrix}
\mathbf{T}^{11} & \mathbf{T}^{12} \\
\mathbf{T}^{21} & \mathbf{T}^{22}
\end{bmatrix}
\]

(7)

which combines \( \mathbf{e} \) and \( \mathbf{h} \) on both sides of the jth layer as input and output quantities. In Eq. 8, \( \mathbf{e} = \mathbf{e}(k_x, d) \). Now that we have the matrix representation of the anisotropic substrate characterized by the permittivity tensor, it easily to derive the dyadic Green's function of the problem in a manner very similar to that shown in \([9]\)

\[
\mathbf{e}(k_x, d^-) = \mathbf{g}(k_x) \mathbf{e}(k_x, d^+)
\]

(8)

\[
\mathbf{h}(k_x, d^-) = \mathbf{h}(k_x, d^+)
\]

(9)

\( \mathbf{g}(k_x) \) is the vector Fourier transform of current \( \mathbf{J}^{-}(r_x) \) on the patch, it accounts for the discontinuity of the tangential magnetic field at the interface \( z = d \). In the unbounded air region above the top patch of the structure \((d(z) = 1)\) the electromagnetic field given by Eqs. 3 and 4 should vanish at \( z \rightarrow +\infty \) according to Sommerfeld’s condition of radiation, this yields

\[
\mathbf{h}(k_x, d^+) = \mathbf{g}(k_x) \cdot \mathbf{e}(k_x, d^+)
\]

(10)

\[
\mathbf{h}(k_x, 0^-) = -\mathbf{g}(k_x) \cdot \mathbf{e}(k_x, 0^-)
\]

(11)

where \( \mathbf{g}(k_x) \) can be easily obtained from the expression of \( \mathbf{g}(k_x) \) given in Eq. 5 by allowing \( \varepsilon = 1 \).

The transverse electric field must necessarily be zero at the plane \( z = 0 \), so that we have

\[
\mathbf{e}(k_x, d^-) = \mathbf{e}(k_x, d^+) = \mathbf{e}(k_x, d) = 0
\]

(12)

From Eqs. 6-11, we obtain the following relationship:
where $\mathbf{Z}(\omega)$ is the impedance matrix and the elements of the vector $\mathbf{C}$ are the mode expansion coefficients to be sought [18, 19]. Note that each element of the impedance matrix $\mathbf{Z}$ is expressed in terms of a doubly infinite integral [18]. The system of linear equations given in Eq. 16 has non-trivial solutions when

$$\det \left( \mathbf{Z}(\omega) \right) = 0$$

Although the full-wave analysis can give results for several resonant modes [18, 19], only results for the TM mode are presented in this study.

If we want to take the substrate uniaxial anisotropy into account, the number of inputs increases; since the relative dielectric permittivity $\varepsilon_r$ will be replaced by a pair of relative permittivities ($\varepsilon_{rx}, \varepsilon_{rz}$), where $\varepsilon_{rx}$ and $\varepsilon_{rz}$ are the relative dielectric permittivity along $x$ and $z$ axis, respectively (Fig. 1). With the increase of design parameter’s number, the network size increases, resulting in an increase in the size of training set required for proper generalization. Because of the different natures of the additional parameters, data generation becomes more complicated, a solution to this problem seems necessary, for the case of uniaxially anisotropic substrate, $\varepsilon_{rx} = \varepsilon_{rz}$ in [20] there resulting values are:

$$\varepsilon_{rx} = \varepsilon_{rz}$$

$$d_{rx} = d_{rz}$$

In the following section, a basic artificial neural network is described briefly and our application to the calculation of the resonant frequency of a microstrip antenna is then explained.

### III. ARTIFICIAL NEURAL NETWORKS

#### A. Multilayer Perceptron (MLP) networks

The ANN represents a promising modeling technique, especially for data sets having nonlinear relationships that are frequently encountered in engineering [20-22]. In the course of developing an ANN model, the architecture of the neural network and the learning algorithm are the two most important factors. ANNs have many structures and architectures [20, 21]. The class of the ANN and the architecture selected for a particular model implementation depends on the problem to be solved. For several experiments using different architectures coupled with different learning algorithms, in this paper the MLP neural network architecture is used in the calculation of the input resistance of rectangular MSAs.

Multilayer perceptrons (MLPs) [23], which are among the simplest and therefore most commonly used neural network architectures, have been adapted for the calculation of the resonant frequency. MLPs can be trained with the use of many different algorithms. In this work, the standard back-propagation algorithm has been used for training MLP.

As shown in Fig. 2, the MLP consists of an input layer, one or more hidden layers, and an output layer. Neurons in the input layer only act as buffers for distributing the input signals $x_i$ to neurons in the hidden layer. Each neuron in the hidden layer sums its input signals $x_i$ after weighting them with the strengths of the respective connections $w_{ij}$ from the input layer and computes its output $y_j$ as a function $f$ of the sum, namely

$$y_j = f \left( \sum w_{ij} x_i \right)$$

Where $f$ can be a simple threshold function or a sigmoid or hyperbolic tangent function. The output of neurons in the output layer is computed similarly.

Training of a network is accomplished through adjustment of the weights to give the desired response via the learning algorithms. An appropriate structure may still fail to give a better model unless the structure is trained by a...
suitable learning algorithm. A learning algorithm gives the change \( \Delta w_{ij} (k) \) in the weight of a connection between neurons \( i \) and \( j \) at time \( k \). The weights are then updated according to the formula
\[
    w_{ij}(k+1) = w_{ij}(k) + \Delta w_{ij}(k+1)
\]  
(20)

In this work, both Multilayer Perceptron (MLP) networks are used in ANN models. The structures of these ANNs are described briefly below.

B. Structures of the Neural Networks

In this work, both Multilayer Perceptron (MLP) networks were used in ANN models. MLP models were trained with almost all network learning algorithms. Hyperbolic tangent sigmoid and linear transfer functions were used in MLP training. The train and test data of the synthesis and analysis ANN were obtained from calculated with spectral model and a computer program using formulae given in Section 2. The data are in a matrix form consisting inputs and target values and arranged according to the definitions of the problems. Using [20, 21], two are generated for learning and testing the neural model. The different network input and output parameters are shown in Figure 3 and 4. As it is shown in this figure, the EM knowledge in form of empirical functions, given by (17) and (18) for the case of uniaxial anisotropic substrate, is used to preprocess the ANN model inputs. Some strategies are adopted to reduce time of training and ameliorate the ANN model accuracy, such as preprocessing of inputs and output, randomizing the distribution of the learning data [20-25], and resampling with a smaller discretization step in the part of input space corresponding to an unacceptably high error (small antenna parameters give large variation in the resonant frequency).

All of the results presented in the paper were obtained on a Pentium IV computer with a 2.6-GHz processor and a total RAM memory of 2 GB.

In this work, the patch geometry of the microstrip antenna is obtained as a function of input variables, which are height of the dielectric material (\( d_e \)), dielectric constants of the substrate (\( \varepsilon_{re} \)), and the resonant frequency (\( f_r \)), using ANN techniques “Fig. 3”. Similarly, in the analysis ANN, the resonant frequency of the antenna is obtained as a function of patch dimensions (\( W \)), height of the dielectric substrate (\( d_e \)), and dielectric constants of the material (\( \varepsilon_{re} \)) “Fig. 4”. Thus, the forward and reverse sides of the problem will be defined for the circular patch geometry in the following subsections.

IV. APPLYING THE NEURO-COMPUTATIONAL TECHNIQUE

Synthesis of the patch geometry of the microstrip antenna is a problem for which closed-form solutions exist. Therefore, this example is very useful for illustrating features and capabilities of synthesis ANN. Details of the problem are presented next.

A. The forward side of the problem: The synthesis ANN

The input quantities to the ANN black-box in synthesis “Fig. 3” can be ordered as:

- \( d_e \): height of the dielectric substrate;
- \( \varepsilon_{re} \): effective dielectric substrate;
- \( f_r \): resonant frequency of the antenna.

The following quantities can be obtained from the output of the black-box as functions of the input variables:

- \( W \): width of a rectangular patch;
- \( L \): length of a rectangular patch.

![Figure 3. Synthesis Neural model for predicting the patch geometry of rectangular microstrip antenna with effective parameters.](image3)

![Figure 4. Analysis Neural model for calculating the resonant frequency of rectangular microstrip antenna with effective parameters.](image4)

B. The reverse side of the problem: The analysis ANN

In the analysis side of the problem, terminology similar to that in the synthesis mechanism is used, but the resonant frequency of the antenna is obtained from the output for a chosen dielectric substrate and patch dimensions at the input as shown in “Fig. 4”

The details of the network parameters for both these cases (analysis and synthesis) model are given in Table I.

| TABLE I. COMPARISON OF PERFORMANCE DETAILS OF ANALYSIS AND SYNTHESIS MODEL. |
|---------------------------------|-----------------|-----------------|
| Algorithm details              | Neurospectral approach | Neurospectral approach |
| Activation function            | sigmoid          | sigmoid          |
| Training function (back-propagation) | trainrp         | trainrp         |
| Number of data                 | 180              | 180              |
| Number of neurons (input layer) | 4                | 3                |
| Number of neurons (hidden layers) | 12-8             | 12-8             |
| Number of neurons (output layer) | 2                | 2                |
| Epochs (number of iterations)  | 20000            | 50000            |
| TPE (training performance error) | \( 10^{-4} \)   | \( 10^{-4} \)   |
| Time required                  | 32 min           | 56 min           |
| LR (learning rate)              | 0.6              | 0.5              |
| MC (momentum constant)         | 0.1              | 0.1              |
V. NUMERICAL RESULTS AND DISCUSSION

In order to determine the most appropriate suggestion given in the literature, we compared our computed values of the resonant frequencies of rectangular patch antennas with the theoretical and experimental results reported by other scientists, which are all given in Table II.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Isotropic ((z=0.33))</td>
<td>5.7</td>
<td>3.8</td>
<td>0.318</td>
<td>2.31</td>
<td>2.32</td>
</tr>
<tr>
<td></td>
<td>2.95</td>
<td>1.95</td>
<td>0.318</td>
<td>4.24</td>
<td>4.18</td>
</tr>
<tr>
<td></td>
<td>1.95</td>
<td>1.3</td>
<td>0.318</td>
<td>5.84</td>
<td>5.86</td>
</tr>
<tr>
<td></td>
<td>1.4</td>
<td>0.9</td>
<td>0.318</td>
<td>7.70</td>
<td>7.73</td>
</tr>
<tr>
<td>Anisotropic ((z=1.3, 1.02))</td>
<td>3.0</td>
<td>2.127</td>
<td>1.7</td>
<td>2.26</td>
<td>2.26</td>
</tr>
<tr>
<td></td>
<td>1.3</td>
<td>0.95</td>
<td>0.127</td>
<td>4.49</td>
<td>4.52</td>
</tr>
<tr>
<td></td>
<td>3.1</td>
<td>0.254</td>
<td>2.24</td>
<td>2.26</td>
<td>2.24</td>
</tr>
</tbody>
</table>

Table III gives the antenna dimension calculated by the ANN model. As it is shown the resulting are in good agreement.

<table>
<thead>
<tr>
<th>Input parameters (cm)</th>
<th>Target (cm)</th>
<th>ANN (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>f(GHz)</td>
<td>d (cm)</td>
<td>(w)</td>
</tr>
<tr>
<td>3.92</td>
<td>0.079</td>
<td>2.22</td>
</tr>
<tr>
<td>4.30</td>
<td>0.127</td>
<td>10.5</td>
</tr>
<tr>
<td>4.73</td>
<td>0.9525</td>
<td>2.33</td>
</tr>
<tr>
<td>7.87</td>
<td>0.1524</td>
<td>2.23</td>
</tr>
<tr>
<td>2.31</td>
<td>0.175</td>
<td>2.33</td>
</tr>
<tr>
<td>4.24</td>
<td>0.175</td>
<td>2.33</td>
</tr>
<tr>
<td>5.84</td>
<td>0.375</td>
<td>2.33</td>
</tr>
<tr>
<td>7.70</td>
<td>0.175</td>
<td>2.33</td>
</tr>
<tr>
<td>2.264</td>
<td>0.127</td>
<td>10.2</td>
</tr>
<tr>
<td>4.495</td>
<td>0.127</td>
<td>10.2</td>
</tr>
<tr>
<td>2.242</td>
<td>0.254</td>
<td>10.2</td>
</tr>
</tbody>
</table>

It can be clearly seen from Tables II and III that our results calculated by using the neural model proposed in this paper are better than those estimated by other scientists. The very good agreement between the measured values and our computed resonant frequencies values supports the validity of the neural model even with the limited data set.

VI. CONCLUSION

A neural network-based CAD model can be developed for the design and analysis of a rectangular patch antenna, which is robust both from the angle of time of computation and accuracy. A distinct advantage of neuron-computing is that, after proper training, a neural network completely bypasses the repeated use of complex iterative processes for new cases presented to it. The single network structure can predict the results for patch antenna provided that input values are in the domain of training values. In the first example, a general design procedure for the microstrip antennas has been suggested using artificial neural networks and this is demonstrated using the rectangular patch geometry. The spectral domain technique combined with the ANN method is several hundred times faster than the direct solution. This remarkable time gain makes the designing and training times negligible. Consequently, the Neur-spectral method presented is a useful method that can be integrated into a CAD tool, for the analysis, design, and optimization of practical shielded (Monolithic microwave integrated circuit) MMIC devices.
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