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Abstract— This paper investigates the impact of Support
Vector Machine Recursive Feature Elimination SVM- RFE
method used for feature selection and feature ranking on
speaker recognition performance in network environment.
The motivation behind reducing the dimension of the feature
set is by the fact that features are not all equally important to
identify a speaker. In the present work, we thought to use
SVM- RFE based feature selection to remove the irrelevant
features influenced by speech coding algorithms, transmission
errors and environmental noise of decoded speech. We find
that the SVM-RFE selection method achieves comparable
performance on network speaker recognition (NSR) system,
while it obtains excellent performance with only few features.
Results demonstrate the effectiveness of the feature selection
method on the transcoded TIMIT database obtained using
G722.2 speech coder together with the 6.60Kbit/s, 8.85 Kbit/s,
12.65 Kbit/s and 23.85 Kbit/s bit-rates.

Keywords-SVM-RFE; NSR;
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L INTRODUCTION

As the demand for mobile communicMEI® is

continuously increasing, it is expected that easing
number of transactions using speaker rec joit will take
place through the mobile cellular netwaegk ermore, the

process of coding and decoding modif
it is likely to have an influence
performance, together with otk

by the mobile cellular netwo,
noise). In fact, improve th
automatic speaker r
systems has beco
techniques has b
introduced by

he speech signal;
caker recognition
rbations introduced
1el errors, background
rmance and robustness of
in mobile communication
ctive topic and a number of
posed to enhance the degradation
h coders (GSM AMR-NB, AMR-
el errors. For instance, in [1] and [2],
ve been done consisting of techniques to
e performance accuracy of the system. But, the
We is still poorer than that achieved by using
uncoded speech.

In this paper we thought to work on the features
extraction stage of decoded speech. The aim of this paper is
to improve the performance of NSR system by the choice of
the most relevant features that reduce the degradation
caused by decoded speech. For this, we have investigated
the use of feature selection technique.
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Feature selection provides effective % discover
relevant features for many learning tas sing only the
relevant features, we can perfor ring in reduced
spaces, thereby producing 1%@ e learning models
(which often lead to more a prediction) in shorter
time. Such models are al r to understand and to

apply. The support machine recursive feature
elimination (SVM-RFEY € Jhe of the most effective feature

selection methcz ich have been successfully used in
selecting fea sifications task.

N

A. Feati lection Definition

definition of feature selection differs according to

t fors. Although its advantage is general. it consists on

search for a sufficiently reduced subset of d features out

the total number of available ones D without significantly

degrading or even improving in some cases the performance

of the resulting classifier when using either set of features.

This search is driven by a certain measure of criterion

function which is used to assess the validity of each feature

subset. Figure 1 shows the general procedure of feature
selection.

FEATURE SELECTION

B. Advantages of feature selection
e It removes the redundant, irrelevant or noisy data.

e Tt reduces the dimensionality of the feature space, to
increase algorithm speed;

e The immediate effects for data analysis tasks are
speeding up the rumning time of the learning
algorithms.
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Figurel. General Procedure of feature selection.
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e Improving the data quality.
e Increasing the accuracy of the resulting model.

C. Types of Feature Selection Methods

There are many feature selection algorithms with
numerous ways to measure relevance and redundancy of
features. We broadly categorize them into three types [4]:

1) Filter Methods: These methods select features based
on discriminating criteria that are relatively independent of
classification. They are also known as the variable ranking
methods.

2) Wrapper Methods: Whereas the filter approach that
completely ignores the influence of feature selection on
performance of the classifier, Wrapper methods utilize the
classifier as a black box to score the subsets of features
based on their predictive power. Wrapper methods based on
SVM have been widely studied in machine-learning
community. SVM-RFE (Support  Vector Machine
Recursive Feature Elimination), a wrapper method applied
to recursively remove insignificant features from subsets of
features.

3) Embedded Methods: Embedded Methods perform
feature selection in the process of training and are usually
specific to given learning machines, where the search is
guided by the learning process.

III.  SUPPORT VECTOR MACHINE RECURSIVE FEATURE
ELIMINATION (SVM-RFE)

SVM is a classification algorithm based on statistia$

hyperplane that maximizes the distancQdNgm 1t to the

nearest examples in each class. An S cgstfier has the
general form:
f(x)= Za K (1)

Where ¢; are the training_d! ach point of x; belongs to
one of the two classeqd 1ed by the label y; {-1,1} . The
coefficients o; and the solutions of a quadratic
programming pro in are non-zero for support vectors
(SV) and are ze herwise. K is the kernel function and it
used when re not linearly separable in the finite

dimengsong e.
S @ vector machine recursive feature elimination

(SVM-RWE) is known as an excellent feature selection
algorithm derived from the classical SVM. SVM-RFE [6] is
a wrapper feature selection method which generates the
ranking of features using backward feature elimination. Its
basic idea is to eliminate redundant features and evaluate the
contribution of each feature to the classification error in the
sense of a maximum margin criterion. The features are
eliminated according to a criterion related to their support to
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the discrimination function, and the SVM is retrained at
each step. RFE SVM is a weight based method; at each step,
the coefficients of the weight vector of a linear SVM are
used as the feature ranking criterion. The feature with the
smallest contribution to ||w|[* is removed. The SVM-RFE
algorithm can be broken into four steps:

Train the SVM classifier with the current feature set
Compute the contribution of each feature

e Eliminate the feature with smallest contig
the norm of w from the current feature $qf}

e Start over again from the step (1) 6 desired

tion to

number of features is reached.

IV. EXPERIMENTAL ( COL

A. Description of the databas8

The TIMIT database [7 @ ains speech from 630

speakers (438 men and 19 en), each of them speaking
10 sentences. The speeghMdMal is recorded at 16 kHz and
16 bit pulse code mod®ted (PCM). The text material
consists of 2343 c%s, divided into 2 dialect sentences
(SA sentenc phonetically compact sentences (SX
sentences) 90 phonetically diverse sentences (SI
sentence speaker reads the two SA sentences, 5 of
the S ces and 3 of the SI sentences.
u# experience, we used the “long training / short
tocol for Independent-text Speaker Identification on
TIMIT database. There are a total of 90 speakers, 34
male and 56 male. For training each speaker model, we
concatenated the features corresponding to the two
sentences from “SA” portion of the corpus, five sentences
from the “SX”, and one from “SI”, for a total of eight
sentences. We used two different sentences from the “SI”
portion in the speaker identification system for testing each
speaker (90x2=180 test patterns of 3.2 seconds each, in
average).

In order to transcode TIMIT database, the software
library ITU-T [8] was used to simulate the G.722.2 codec.
G.722.2 is a wideband speech codec, with a sampling
frequency of 16 kHz, it also known as AMR-WB and
consists of nine source codec modes with bit-rates of 23.85,
23.05, 19.85, 18.25, 15.85, 14.25, 12.65, 8.85 and 6.60
Kbit/s. For each bit-rate we obtained the resynthesized
(transcoded) speech by decoding of the transmitted coded
speech (figure 2).

AMR-WB AMR-WB
Coder Decoder
Resynthesised
—-P[ Analyze Synthesis ]—P speech signal
Speech
signal

Recognition

Feature
Extraction system

Figure 2. Network Speaker Recognition Architecture.
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B. Baseline system

Our baseline system is based on NSR architecture shown
in figure 2, a total of 21 MFCCs is extracted every 20 ms
from the resynthesized speech; we added the log-energy,
0'th order cepstral coefficient, delta (A) and acceleration
(AA) coefficients, forming a 63 dimension feature vector.
These parameters are then used as input to the GMM system
for the modeling phase (with GMM of 16 Gaussians).

For Classification phase, the performances of our system
are measured by the CIR (Correct Identification Ratio)
defined as the ratio of number of positive identified tests to

the total number of accuracy tests.

V. EXPERIMENT RESULTS
A. Network Speaker Recognition using G.722.2

First, we test the effect of the resynthesized speech on
performance of NSR and for previous bit allocation of
G722.2 (6.60 Kbit/s, 8.85 Kbit/s, 12.65 Kbit/s and 23.85
Kbit/s). Results for Correct Identification Ratio (CIR) are

shown in Figure 3.

The results show performance degradation when the bit-
rate decreases. The CIR is less than 70% for bite-rate of
6.60 Kbit/s. Another interesting observation, especially
from the high bit-rate (23.85 Kbit/s) results, is that NSR

performances are more than 98%.

B. SVM-RFE

In this section, we evaluated a SVM-RFE method
used for feature selection on our NSR system. TAB
presents the feature ranking in ascending order as j
acquired by the Support Vector Machine Recursivi

Elimination (SVMRFE) for various bit-rates.
Experiments with selected feature vegto
ranking list, were performed. Figure 4 pre%

TABLE I. FEATURE RANKING IN DESCENDING ORDER

FOR EACH BIT-RATE.

comparative

experimental results for the feature vecdNrs (18 each vector,
we removed the irrelevant features as dgdeyed in TABLE I).
L [
120 0
100 J
80 -

60 -

entification Rate (%)

Correct

Bit-rate (Kbit/s)

6,60 Kbit/s 8,85Kbit/s 12,65 Kbit/s23,85 Kbit/s

Figure 3. Correct Identification Rate on % dependent on bit-rates
6.60 Kbit/s, 8.85Kbit/s, 12.65Kbit/s and 23.85Kbit/s).
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# 6.60 8.85 12.65 23.85
Kbit/s Kbit/s Kbit/s Kbit/s
1 | MFCC(9) MFCC(19)  MFCC(2)” _ MFCC(10y
2 | MFCC(10)  MFCC(1) MFCC(13)  MFCC(5)”
3 | MFCC(14y  MFCC(0) MFCC(0) MFCC(5)
4 | MFCC(1) LogE” MFCC(10)  LogFE’
5 | MFCC(7Y ~ MFCC(2)”  MFCC(0y MFCC(1)
6 | MFCC(1  MFCCQ3) MFCC(5) MFCG™N
7 | MFCC(15)” MFCC@8)”  MFCC(1) %
8 | MFCC(0)”  MFCC(1)”  MFCC(5)°  MFCNY
9 | MFCC(2)”  MFCC(5) MFCC(8)” ®(7)
10 | MFCC(1)”  MFCC(7) MFCC(0) ccEy”
11 | MFCC(9)>  MFCC3)”  MFC 1@ MFCC(0)’
12 | MFCC(15y  MFCC(18y Fc% LogE”
13 | MFCC(19y  MFCC(16) g E” MFCC(14)
14 | MFCC(18y  MFCC(8) sy MFCCO)”
15 | MFCC3)”  MFCC(11 B MFCC(0)
16 | MFCC(®) MFCC(% FCC(9y MFCC(19)’
17 | LogE’ ME#0), MFCC(16)  MFCC(2)”
18 | MFCC(0y M MFCC(7) MFCC(11)’
19 | MFCC(1Q”’ LaMFC0Y’ MFCC(8) MFCC(13)’
20 MFCC@WF C(9”  MFCC(11y”  MFCC(7)
21 | ME og E’ MFCC(1)’ MFCC(9)’
22 | ME MFCC(11y*  MFCC(15)”  MFCC(18)”
23 | M ) MFCC(3) MFCC(10)’  MFCC(I5)
24 14)  MFCC(3) MFCC(1y>  MFCC(10)”
5 C(0) LogE MFCC(3)’ MFCC(1)’
OMFCC(10y  MFCC(3)”  MFCC(3) MFCC(4)
MFCC(3)  MFCC(7) MFCC(11)  MFCC(13)”
8 | MFCC(8y  MFCC(@4) LogE MFCC(5)’
29 | LogE MFCC(13)  MFCC(6)”  LogE
30 | MFCC(4) MFCC(17)  MFCC(15)  MFCC(2)
31 | MFCC(2) MFCC(12  MFCC(17)”  MFCC(12y
32 | MFCC(11)”  MFCC(13)”  MFCC(11y  MFCC(13)
33 | MFCC(19)” MFCC@)”  MFCC@)’  MFCC(3)
34 | MFCC(18)  MFCC(12)  MFCC(9)”  MFCC(3)
35 | MFCC(17)  MFCC(12)  MFCC(19)°  MFCC(4y
36 | MFCC(11)  MFCC(13)  MFCC(6Y MFCC(17)”
37 | MFCC(12)  MFCC(16)°  MFCC(18)”  MFCC(6)
38 | MFCC(13y  MFCC(17  MFCC(14)  MFCC(18)
39 | MFCC(6) MFCC(4) MFCC(2) MFCC(6)’
40 | MFCC(18)”  MFCC(2) MFCC(13)”  MFCC(17)
41 | MFCC(17  MFCC(11y  MFCC(18y  MFCC(®)
42 | MFCC(12y  MFCC(17y  MFCC(17)  MFCC(11)”
43 | MFCC(5  MFCC(10)  MFCC(12)  MFCC(14)
44 | MFCC(2y  MFCC(10)”  MFCC(8Y MFCC(8)’
45 | MFCC(7y°  MFCC(15)  MFCC(16)°  MFCC(16)’
46 | MFCC(16)” MFCC(19)”  MFCC(12)  MFCC(4)”
47 | MFCC(9Y  MFCC(Q) MFCC(18)  MFCC(9)”
48 | MFCC(5) MFCC(6)”  MFCC(2) MFCC(2y’
49 | MFCC(19)  MFCC(6) MFCC(9) MFCC(14)”
50 | MFCC(6 ~ MFCC(18)  MFCC(19Y  MFCC(12)
51 | LogE” MFCC(14)”  MFCC(12)”  MFCC(19)
52 | MFCC(3) MFCC(5)’ MFCC(15)  MFCC(18)
53 | MFCC(11)  MFCC(8) MFCC(10)”  MFCC(16)”
54 | MFCC(14)”  MFCC(15)  MFCC(7)°  MFCC(8)”
55 | MFCC(5)”  MFCC(7)”  MFCC(17y  MFCC(19)”
56 | MFCC(4y”  MFCC(19)  MFCC(7y MFCC(11)
57 | MFCC(12)”  MFCC(18)”  MFCC(6) MFCC(15)”
58 | MFCC(60)” MFCC(9) MFCC(4)’ MFCC(10)
59 | MFCC(16)  MFCC(12)” MFCC(19)  MFCC(15)
60 | MFCC(14y  MFCC(10)” MFCC@3)Y”  MFCC(17)
61 | MFCC(17)  MFCC(5)”  MFCC(5Y MFCC(16)
62 | MFCC(16)  MFCC(18)  MFCC(16)  MFCC(9)
63 | MFCC(7) MFCC(19)  MFCC(4) MFCC(12)”
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As presented in the table, there was no common
agreement among all ranking features for different bite-rate.
For instance, 6.60Kbit/s presented MFCC(7) as the most
informative feature, followed by MFCC(16). for 8.85Kbit/s
MFCC(19) is presented as the most relevant parameters.
MFCC(16) was selected two times at second position for
6.60 Kbit/s and 12.65 Kbit/s bite-rate. MFCC(0) for 8.85
Kbit/s and 12.65 Kbit/s bite-rate, was placed on the sixtieth
position as least relevant parameters.

From this table, we removed n irrelevant features
with n=1, 2.... M (M is the number of initial features
MFCC, M=63). As show in figure 4, the SVM-RFE method
provides the best performance for the subset down-19
features for bit-rates of 8.80 Kbit/s, 12.65 Kbit/s and 23.85
Kbit/s, and only 6.60 Kbit/s has its best subset at down-15
features. This figure illustrate that variable selection helps
the classifier to be less influenced by indiscriminative
variables.

Table 2 summarizes the Correct Identification Rate for
the best subset for bit-rates of 6.60Kbit/s, 8.85 Kbit/s, 12.65
Kbit/s and 23.85 Kbit/s. (We only keep the most significant
features so “r” is the number of relevant features).

VI. CONCLUSION

In this work, we applied the idea of feature selection to
speaker recognition. specially, for network speaker
recognition task (NSR). We have investigated relevance of
selected features obtained from SVM-RFE ranking
technique. These relevant features were compared to

reference feature set. The experimental results showed

the performance of NSR system are degraded gysing
transcoded TIMIT database (these degradation are
speech coding algorithms, transmission errors, bj

environmental noise). But using SVM-
method, results showed the improvemen
ver

TABLE II. CORRECT IDENTIFICATION RATE ON % FOR
THE BEST SUBSET FOR EACH BIT-RATE.

M=63 r=I15 r=19
n=0 n=48 n=44
6.60kbit/s 67.77%  88.88% -
8.85kbit/s 90.00% - 98.88%
12.65kbit/'s  94.44% - 100%
23.85kbit/'s  98.88% 100% 100%
.
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Figure 4. Correct Identification Rate on % dependent on the number of selected features for bit-rates of
6.60 Kbit/s, 8.85Kbit/s, 12.65Kbit/s and 23.85Kbit/s. The x-axis represents the number of chosen features
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